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Abstract

Question Answering is a task which requires building models that are able to automatically reply to questions given by humans. In the recent years, growing interest has been shown in tasks that require reasoning abilities in order to answer questions.

Thus, in this study, we propose an extensive literature review of the state-of-the-art, which is followed by the introduction of two models to accomplish different Question Answering tasks, which are: Community Question Answering, Reasoning Question Answering and Reading Comprehension.

Specially, we analysed and improved a novel model called Recurrent Entity Network, which follows the Memory Network framework, and it has shown a great potential in solving reasoning tasks. We named our model Question Dependent Recurrent Entity Network since our main contribution is to include the question into the memorization process.

Then we proposed a novel model called ThRee Embedding Recurrent Neural Network which has been used for the Community Question Answering task. In this case, we tried to embed information of a Dependency Parser in order to create an enhanced representation of inputs sentences.

All of our models have been validated by using both synthetic and real datasets. For the best of our knowledge, we achieved a new state-of-the-art in the Reasoning Question Answering task, and very promising results in Reading Comprehension and Community Question Answering ones.
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Chapter 1

Introduction

Since the last two decades, people have started to interact with the machine in various ways, such as by using voice, text, physical touch etc. The public has a very high expectation on what a machine can achieve, and how it can react to human inputs. This is mostly because the current generation has been exposed to many spectacular Sci-Fi movies which idealise the power of an Artificial Intelligence [70].

The most primitive way to interact with machines was typing, and at the beginning, the only way was through machine language (e.g. assembly). As years go by, this interaction has become way easier mostly thanks to the high-level programming language and consequently by the introduction of user interfaces. Nowadays, instead, it is common to input a query in natural language (e.g. 'How is the weather in Rome?') to a searching engine (e.g., Google, Yahoo etc.) and obtain a correct answer.

In recent years, scientists have also explored the possibility of using voice as a more natural mean of input. Many companies like Google, Apple, Microsoft and Amazon, released their personal voice assistance which are able to capture requests of information or actions upon user requests. The techniques to solve such tasks use both speech recognition and text understanding, in order to translate from voice to text and to extract meaningful information from it. Researchers developed speech recognition algorithms since the 80s, and today the technology is already quite mature [42]. On the other hand, text understanding is still an open research problem.

Indeed, the ability to understand and process text is very challenging for a machine, in particular when the input is a human language text, thus very unstructured. Natural Language Processing (NLP) is the application of computational models aiming to overcome such
difficulties. This topic is an active research area since 1950\(^1\). Some tasks in this field are still open research problems, for instance, some of the most important ones are: Part-Of-Speech Tagging, Chunking, Semantic Role Labelling, Named Entity Recognition, Tokenization (lexical analysis), Text Segmentation, Language Models, Machine Translation, and Question Answering.

Question Answering, for instance, represents one of the most interesting and challenging task in the NLP field\(^2\). This task requires building a system, which is able to automatically reply to question proposed by humans in natural language. As you can imagine, this task is very general and, absurdly, it can solve all the previous listed tasks. For example, a question could be: “Can you translate ‘Ciao mi chiamo Andrea’ in Chinese?” (Machine Translation), or “Could you find the entities inside the sentence ‘Frank is smart’?” (Named Entity Recognition). Obviously, with the current technology and the existing amount of data, such general question answering tasks are still impossible.

However, a specialisation of question answering task can be done. For instance, a task that specifies a piece of text (e.g., newspaper article) and proposes a question that can be answered directly with the information in the text (without external source). Even though this task may seem simple for a human, it is very hard for machines\(^3\). Indeed, both input text and question are given in natural language, which can be very ambiguous, and in many cases, it also requires to understand the underneath meaning of its content. The latter ability is not easy to acquire since it can involve a reasoning phase (chaining facts, basic deductions, etc.). Human has got this ability almost for ‘free’, instead, a machine can find it very challenging.

Recent progress in this field has been possible thanks to machine-learning algorithms [41] which have the ability to automatically learn through data. In particular, Deep Learning [49] techniques, which are Artificial Neural Networks (ANN), made a breakthrough thanks to the great amount of data available nowadays. Indeed, most of the techniques used today were already available since 2/3 decades ago, but they were not widely used since there were not enough data and processing power.

The mentioned techniques have shown great potential in solving language processing tasks, including Question Answering, but they do not always achieve human level accuracy. There-

---

\(^1\) An interesting reference for the NLP history can be found in [40]

\(^2\) It is also a well-known Information Retrieval task, however, our focus is more in the linguistic aspect of the input, rather than building a data structure to efficiently retrieve data.

\(^3\) Sometimes also for humans, for example when the text is very long or the questions are very technical.
1.1 Problem Statements

In this thesis, as mention before, we handled different kinds of Question Answering tasks. A description of such tasks is given in the following.

- **Community Question Answering** (CQA) offers new opportunities for users to provide, search and share knowledge (wiki). There, users post open questions and expect that someone in the internet community will answer properly. However, these forums are self-moderated and they do not always propose the best answer. The task is to automate the process of finding good answers among a group of 10 comments in the post (candidates).

- **Reasoning Question Answering** (RQA) is a task to test the ability of a machine to accomplish reasoning on a text. Differently, from a pure logic inference, facts and questions are given in Natural Language, and sometimes there are not enough information to reach a logical conclusion. However, human beings are still able to solve these tasks easily. The task is to search the answer of a given question among all the possible words presented in the text.

- **Reading Comprehension** (RC) is the ability to read a text, process it, and understand its meaning. This task is very close to the previous since it is tested by asking a question about facts in the text. Normally, the text to read can be very long and heterogeneous, thus quite difficult to process. As for the previous task, the possible candidates are words in the paragraph.

Note that all of these tasks do not use external resources, indeed the inference is done just by using the information presented in the text. On one hand, this increases the task difficulty since the given information to correctly answer the question may be very limited. On the other hand, it is possible to test the ability of a machine to automatically accomplish tasks, that humans are able to solve “easily”.
1.2 Our Contribution

In this thesis, we proposed two models, which are: ThRee Embeddings Recurrent Neural Network [2], used for the Community Question Answering task, and the Question Dependent Recurrent Entity Network\(^4\), used for both Reasoning Question Answering and Reading Comprehension tasks. The first model has been proposed to participate at SemEval2017 \(^5\), an international workshop on semantic evaluation, where the CQA task has been proposed. The second, instead, is an improvement of a recently proposed model called Recurrent Entity Network [32]. In the latter one, we redesign the core component of the model, and we improve the network infrastructure by adding a tighter regularisation scheme and by modifying several activation functions. These allowed us to achieve good results in both RQA and RC tasks.

1.3 Outline

The rest of the thesis is organised as follows: Chapter 2 introduces all the needed background, including a general introduction to Natural Language Processing and the techniques used in the field (Artificial Neural Networks, Word Embedding, etc.). Chapter 3 describes the State-Of-The-Art Techniques for the studied Question Answering tasks, in particular, we describe several benchmark datasets and results. Chapter 4 presents our two proposed models, in particular, we describe their mathematical formulation. Chapter 5 reports experimental results of our models in several benchmark datasets. Finally, Chapter 6 includes a short summary of the presented topics and future works.

\(^4\)An implementation is available at https://github.com/andreamad8/QDREN
\(^5\)http://alt.qcri.org/semeval2017/task3/
Chapter 2

Background

In this Chapter, we describe several Natural Language Processing (NLP) tasks and well-known methods to handle them. In particular, we are going to introduce techniques and terminology used in the NLP field. The level of details that is applied in this section is proportional to the pertinence with our work. In many cases we simply mention methods without going into many details, instead, in others (e.g. Word Embedding) we are giving a more detailed explanation.

2.1 NLP Tasks

The classical NLP tasks analyse both syntactic and semantics information of a text. Some of those have got a real word application, instead, others are used as a tool to solve more complicated tasks. In the following, we shortly describe the most common tasks, which we divide into two categories: Syntactic and Semantic.

2.1.1 Syntactic Tasks

The Syntactic tasks refer to the syntax of a sentence. Often, these tasks are related to the language used (e.g., Italian, English etc.), and they require a lot of linguistic knowledge. In this category, the major tasks are:

- **Stemming** the process to reduce a certain word to its word stem. For example: "training", "trained", and "trainer" are all reduced to "train".
- **Part-Of-Speech Tagging (POS)** aims at labelling each word with a unique tag that indicates its syntactic role, e.g. plural noun, adverb, and so on.
• **Parsing** is the process to determine the parse tree of a given sentence. Differently from programming languages, natural language has got a very ambiguous grammar, and indeed normally there are many parse trees, which represent the same sentence. In literature, two parsers have been commonly used: (1) Dependency parser, which connects words according to their relationships (e.g., is -> SUBJ -> It); (2) Constituency parser, on the other hand, breaks the text into sub-phrases and each internal node (Non-Terminal) describes the rule of such node (e.g., Verb Phrase, Noun Phrase, etc.). A more detailed explanation of such parsers is given in the next section since one of them has been used in our proposed model.

• **Chunking** also called shallow parsing, aims at labelling segments of a sentence with syntactic constituents such as noun or verb phrases (NP or VP). Each word is assigned to only one unique tag, often encoded as a begin-chunk (e.g. B-NP) or inside-chunk tag (e.g. I-NP).

• **Sentence breaking** divide a given chunk into sentences. Normally a period is used to mark the sentence end, but the same punctuation can be used elsewhere (e.g. marking abbreviations).

### 2.1.2 Semantic Tasks

The Semantic tasks are designed to test the ability of a machine in understanding the meaning of a text. In the following, we will shortly describe the most common tasks. Notably, there are many intersections between tasks even though we will describe them separately.

• **Named Entity Recognition** (NER) labels atomic elements in the sentence into categories such as “PERSON” or “LOCATION”. As in the chunking task, to each word is assigned a tag prefixed by an indicator of the beginning or the inside of an entity.

• **Natural Language Understanding** tries to understand the intended meaning, from the multiple possible semantics, of a sentence (or a paragraph). This task is also known as machine reading comprehension, and it is considered very difficult since it requires a phase of reasoning to fully understand the underline meaning of a given sentence.

• **Natural Language Generation** generates natural language text from a machine representation (e.g., database or logical proposition). This task normally requires learning a generative model able to reproduce natural language sentence. Its applications are unlimited (e.g., Joke generators [7]), and it is an open research area.
• **Machine Translation** automatically translates text from a language A (e.g., Italian) to a different language B (e.g., French). This was one of the first tasks to be proposed (on the 60th) and it is still one of the most difficult NLP tasks since it requires both text understanding and generation.

• **Automatic Summarization** produce a piece of text which summarises a given paragraph. In this case, a lot of gold labels (human annotated examples) are needed. But this task has a huge impact on the society since it can be very useful in many real world applications.

• **Sentiment Analysis** (a.k.a. opinion mining), extracts subjective information from a given paragraph, normally expressed with a coefficient called "polarity". The level of understanding can describe an emotional state, such as "angry", "sad", and "happy". The ability to understand opinion (sentiment) has been used to predict trends in public opinion, using social network platform (e.g., Facebook or Twitter).

• **Textual Entailment** takes two text in input, a text \( t \) and hypothesis \( h \), and decide whether \( t \) entails \( h \). For example, a text like "A soccer game with multiple males playing" and a hypothesis like "Some men are playing a sport" is an entailment. There can be also negative and neutral entailment.

• **Question Answering** tries to create an application, which takes a question in natural language as input and it is able to answer it. This task is very general and it can theoretically solve all the other ones. For instance, when you ask to translate a sentence, you are actually solving a Machine Translation task. Normally both Information Retrieval (IR) and NLP are involved in solving this kind of task. The first (IR) is specialised in open domain question answering, and the second, instead, work in linguistic/semantical tasks. However, many differences between the two fields are present, in particular when the question is proposed in natural language rather than an explicit query.

In this study, we focus on Question Answering Tasks. In particular, the main tasks that we are going to solve are three: **Community Question Answering**, **Reasoning Question Answering** and **Reading Comprehension**. The first is related to Question Comments similarity, instead, the latter two, get a paragraph and a question in as input, and they produce an answer using a single (or multiple) word(s) from the vocabulary.
2.2 Techniques

In this section, we describe several techniques used to solve the aforementioned tasks. It is worth to mention that we are not going to show all the existing methods (e.g., Rule-based, Dictionary-based, SVM, etc.), but just methods based on Artificial Neural Network. We made this choice since in the recent years the State-Of-The-Art in Natural Language Processing tasks has been reached using such methods.

Moreover, Artificial Neural Networks have been a well-known tool for 30 years, but they were not so popular since there were not enough data and computational resources to make them work properly. Just recently, thanks mostly to the Internet, it has been possible to have access to millions of records (documents, images, and any kinds of digital data). Then, in combination with the progress of the GPUs (Graphical Process Units), it has been possible to overcome both limitations. Indeed, the combination of the latter two facts made possible to train models with billions of parameters using very large datasets.

In the following paragraphs, we first describe the standard Artificial Neural Networks models. Then, we introduce the concept of Language Model which is going to be used for the creation of Word Embedding. The latter is used as a building block in any NLP technique. Especially, we are going to describe their construction using three distinct methods. Finally, we introduce the Recurrent Neural Network model which is used to process sequence of words (or sentences).

Fig. 2.1 Example Linear (Left) and Non-Linear (Right) decision boundary. Image is taken from Colah’s blog (http://colah.github.io/).
2.2 Techniques

2.2.1 Artificial Neural Network

An Artificial Neural Networks (ANNs hereafter) is a computational model used for machine learning tasks. This model is a network of interconnected units (neurones) that can be trained iteratively with examples. A well-known and very important result shows that Artificial Neural Networks are universal function approximator [21, 37]. In practice, Artificial Neural Networks can be considered as a classifier (or a regressor) with non-linear decision boundary. An example of this concept is shown in Figure 2.1.

Artificial Neural Networks architecture is normally made by the following components: an input layer, with as many units as the input feature, one or more Hidden Layer, with a parametric number of units, and an output layer, with as many units as the output requires. Each unit, a part of the input ones, has got an activation function, later we will show the widely used one. Normally, there are two ways to see ANNs: using a tensorial notation or through a graphical (Network) representation. These two are used interchangeably since they represent the same concept.

Moreover, the network of interconnect units can be seen as a multi-dimensional non-linear function. The standard ANNs have got a single hidden layer, and its graphical representation is shown in Figure 2.2, and in what follows we introduce its corresponding tensorial notation.

We denote the input feature with a vector \( x \in \mathbb{R}^n \), the output vector \( y \in \mathbb{R}^k \), then we have two weight matrix, one for each hidden layer, \( W \in \mathbb{R}^{m \times n} \) and \( U \in \mathbb{R}^{m \times k} \), and finally two bias vectors \( b_W \in \mathbb{R}^m \) and \( b_U \in \mathbb{R}^k \). The tensorial function defined by an ANN is:

\[
 s(x) = \phi(U^T \phi(W x + b_W) + b_U)
\]

where \( \phi \) represent a point-wise activation function. The latter can be a linear or non-linear function, and the most common used one are: sigmoid (\( \sigma \)), hyperbolic tangent (Tanh), Linear, and Rectified Linear Unit (ReLU) [59]. Ones we define \( s \) we need to define a loss function to minimize. A classical choice is the least mean square error\(^1\), however when there are multiple classes a cross entropy loss is preferred. This function indicates the cross

\[^1\text{Which is defined as } E(\hat{y}, y) = \frac{1}{n} \sum_i^n (\hat{y}_i - y_i)^2, \text{ where } n \text{ are the number of samples, } \hat{y} = s(x), \text{ and } y \text{ the expected output.}\]
entropy between two probability distributions $p$ and $p'$, and since the expect output to learn is often a probability distribution over the different classes, this function fits well the scope.

Let define our data $\{(x_i, y_i)\}_{i=1}^n$, $\theta$ be the set of parameter to learn (e.g., $W, U, b$), and $\hat{y}_i = s(x_i)$. Then, the cross entropy loss function $H$, with $K$ classes to predict, is defined as follow

$$H(\hat{y}, y) = -\sum_{i=1}^{n} \sum_{k=1}^{K} \hat{y}_i^{(k)} \log(y_i^{(k)})$$

The aim is to minimize $H$ based on the parameters $\theta$ (a.k.a. training phase). The loss function, in the ANN case, is minimized (trained) using the Backpropagation Algorithms [69], which is a distributed gradient descent method. In practice, it is an iterative algorithm that at each step update the parameter $\theta$. A simple formulation of this concept is:

$$\theta^{(t+1)} = \theta^{(t)} - \alpha \nabla_{\theta^{(t)}} H$$

where $\nabla_{\theta^{(t)}} H$ is the partial derivative of $H$ w.r.t. $\theta^{(t)}$, and $\alpha$ represent the learning rate. The partial derivative for each element $\theta$ is obtained applying the chain rule formula. In its original version, this method uses all the contribution of each sample to compute the exact gradient value. However, the latter does not scale well with large datasets, since it can have millions of samples. To overcome this problematic, an online version, called Stochastic Gradient Descent (SGD), of the gradient method has been proposed. This uses a single sample or a batch of samples to compute an approximation of the real gradient value.

This approximation allows to scale with the batch size value. The choice of the latter can be critical for the model performance, and it should be properly selected\(^2\). Moreover, several methods have been proposed to improve the gradient algorithms\(^3\), by modifying the learning rate while training, or by considering previous gradient updates. The most common used methods are the following: Momentum [66], Nesterov accelerated gradient [61], Adagrad [24], Adadelta [90], RMSprop [81], and Adam [44].

**Activation Function**

Let now describe some of the most used activation function. These functions take as input a generic vector $x \in \mathbb{R}^n$ and it returns a vector with the function applied to its elements. Normally, these functions are an elementwise application to the vector elements, thus the

\(^2\) It can became an hyper-parameters

\(^3\) Normally this methods are known as Optimizers
vector in output as the same as the input one. However, sometimes the activation function can change the output size. In the following, we list the widely used activation functions.

- **Identity** is the simplest activation function and its formulation is: \( f(x) = x \).

- **Logistic** is most commonly used one and it is often represented with \( \sigma \). Its formula is 
  \[
  \sigma(x) = \frac{1}{1 + e^{-x}}.
  \]

- **TanH** is the hyperbolic tangent function, and its formulation is 
  \[
  \text{TanH}(x) = \frac{2}{1 + e^{-2x}} - 1.
  \]

- **ReLU** stands for Rectified Linear Unit, and its formulation is 
  \[
  \text{ReLU}(x) = \max(0, x).
  \]

- **Softmax** is often used as last layer in combination with cross entropy loss, since it generates a probability distribution over \( K \) different possible outcomes. In this case the output of this layer has not the same dimensions as \( x \), but instead as \( K \) (the number of classes). Its formula is 
  \[
  \text{Softmax}(x)_i = \frac{e^{x_i}}{\sum_{k=1}^{K} e^{x_k}} \text{ for } i = 1, \ldots, K.
  \]

All the describe functions are differentiable, this is important since we are approximating our function using a gradient method. Before we explain more advanced techniques, it is worth to briefly describe some statistical learning theory results and basic terminology used in the machine learning field (e.g., overfitting).

**Terminology and Statistical Learning Theory**

In this paragraph, we shortly introduce several Statistical Learning Theory results such as model capacity, over-fitting, and under-fitting. The main challenge for a machine learning algorithm is to minimise the Generalization error, which is the error in the prediction of unseen data. The latter can be estimated by using a set of data collected separately from the training set. This is usually called test set, and we assume that it follows the same distribution of the training set. In general, we define the Training error and the Test error (generalization error) separately by referring to the error obtaining using the training and the test set.

When we use a machine learning algorithm, we want to achieve the smallest test error, or better, we want to fill the gap between the training and the test error. This can be very hard since we do not train our model using the test data. In particular, two factors are critical in this case:

- **Over-fitting** occurs when the gap between training and test error is too large. Indeed, by increasing the number of parameters in the model, we can achieve a perfect fitting
Fig. 2.3 Example of model over-fitting and under-fitting in regression task. The model is a polynomial function, and its capacity is tuned by changing its degree. The image on the left shows the under-fitting phenomenon, the middle one shows an optimal parametrization, and the right ones show the over-fitting case.

of the training data. However, in this way, the model is too tailored to the training set and then it is going to perform poorly with unseen data.

- **Under-fitting** occurs when the model cannot achieve sufficiently low error in the training set. Obviously, if the model cannot achieve small error in the training set, it won’t for sure in the test set.

We can control the trade-off between underfitting and overfitting by tuning the models’ capacity. Statistical Learning Theory provides a means to quantify the model capacity defining the Vapnik–Chervonenkis dimension (VC-dim) [83]. Based on such measures, several theoretical results have been proposed to bound model complexity. However, it is still an open research problem to find a theoretical bound for complex artificial neural networks. Therefore, other methods are normally used to find the right model capacity.

A widely used method to approximate the generalisation error is known as cross validation⁶. This method creates a validation set by sub-sampling the training set, and by using such samples, we can estimate the generalisation performance of different models. This procedure is normally called model selection, and it searches the best Hyperparameters (learning rate, a number of hidden units, etc.) using the error obtained in the validation set. The result of this step is the model that obtain the lowest error in the validation set.

Once we select the best model, we can finally estimate its generalisation error by using the test set. This last step is commonly called model assessment. It is very important to keep the latter two phases separate in order to have a real estimation of the model performance.

---

⁶Different cross-validation has been proposed, e.g. k-fold cross-validation, etc.
With the latter knowledge in mind, we can introduce the last concept in this section which is called *Regularization*, which is a method to improve the generalisation error.

**Regularization**

The generalisation power of a classifier (or a regressor) is tested by measuring its error in unseen data. A model with many parameters is prone to over-fitting in the training data, leading to a poor performance in the test data, as we discussed in the previous paragraph. Regularisation is used to overcome this problem. Many methods have been proposed, and in the following, we list some of the most used ones:

- **L2 norm** penalizes weights for being large in magnitude. As consequence, the flexibility of the model is reduced, and then it can avoid over-fitting phenomena. This regularisation is implemented by adding a penalization term into the loss function. For instance
  \[ H_R = H + \lambda \| \theta \|_2 \]
  where \( H \) is the loss function shown in Equation (2.1). The parameter \( \lambda \) is used to decide the regularisation strength, and it is normally tuned using the validation data (a sub-sample of the training data). Another powerful regularisation method uses L1 norm, which enforces a sparse activation of the network units. This method is also known as Lasso regularisation [80].

- **Dropout** [74] prevents complex co-adaptations on training data. In practice, it randomly disabling units during the training, allowing sparsity in the network. The randomness is guided by a parameter which could be tuned in validation.

- **Early Stopping** is one of the most naive forms of regularisation. It works by stopping the training when the validation error start increasing (or at any time). This early stopping breaks the weight grows, and then reduces the over-fitting phenomena.

In this short overview, we described the structure of an Artificial Neural Networks, and we briefly explain the basic machine learning concepts. Even though we did not go into many details, we covered the most important concepts of the subject. In particular, we included the techniques used in our proposed models.

In the next section, we introduce the concept of Language Model, which is fundamental for the Word Embedding construction. The latter is the building block for any semantical NLP task.
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2.2.2 Language Model

The goal of a language model is to assign a probability to a sequence of words (e.g., sentence). If the sentence is well formulated, then we expect a high probability for such event, else a low one since it is considered ill formulated. For example, the sentence "The pen is on the table" has got a higher probability than "stock boil fish is toy", which does not have any meaning. Mathematically, we define the probability of sequence of \( n \) words with

\[
P(w_1, \ldots, w_n)
\]

A simple way to approximate this probability is to use the Unigram Model. This model uses the occurrence of every word in the corpus, denoted as \( P(w_i) \), and consider each \( w_i \) conditionally independent. Thus, it defines the probability of a sequence of words as:

\[
P(w_1, \ldots, w_n) = \prod_{i=1}^{n} P(w_i)
\]

Obviously, this model is too restrictive since the probability of a word is just related with its frequency. Hence, a more accurate model could be one that evaluates the probability of the word \( i \) considering the previous words \( j < i \). For example, if we only consider the previous word, a Bigram Model (i.e. a pair of words), the probability becomes:

\[
P(w_1, \ldots, w_n) = \prod_{i=2}^{n} P(w_i|w_{i-1})
\]

If we consider more words to condition the probability of a word \( i \), we would have a more accurate estimation. However, maintaining the co-occurrence count of every n-gram is both memory and computationally very expensive. Indeed, with a vocabulary \( V \) we need to keep in memory a table of size \( |V|^2 \).

It should be noticed that Language Models, as many other statistical methods, uses a symbolic representation of the word. This implies a rigid schema since each word is represented as a unique atom (for example using one-hot-encoding\(^7\)). To overcome this issue, a distributed representation of the word has been introduced. The latter borrows the idea of the language model to build a vector representation of a word, which is commonly called Word Embedding.

\(^7\)A vector of vocabulary size, with all zeros except for one that represents the word that we need.
2.2.3 Word Embeddings

Word Embedding refers to a technique that transforms a word into a vector (a.k.a. word space). These vectors encode semantic information of a word in its vector dimensions. For example, a dimension might indicate tense (past vs. present vs. future) or count (singular vs. plural). A very interesting aspect is that vectors of similar words (or synonymous) are close each other (in the metric space). Indeed, vectors are placed in the space based of their semantical meanings, and sometimes the vectors are also able to encode analogies between words. For example, \( W(\text{king}) - W(\text{man}) + W(\text{woman}) \approx W(\text{queen}) \), where \( W(X) \) stand for the word vector of \( X \). Basically, the word vector representation is used as building blocks of any NLP tasks, since it allows models to use a continuous representation for words (which are usually discrete).

In the next paragraph, we are going to describe how to create word embedding from a corpus. Among the year different methods have been designed to create word vectors using both statistical methods, like n-grams, and Artificial Neural Networks [4, 18]. There are basically three categories of methods: count based, context based, and their combination. The first method we describe is count based and it uses the Singular Value Decomposition [28] (SVD) on the co-occurrence matrix of the corpus.

Then, we describe two methods which are context based and they are called Continuous Bag of Words Model (CBOW) and Skip-gram model. The last category, it is combining count and context based methods and it is known as GloVe [65].

**SVD**

The first step of this method is the creation of a Word-to-Word Co-occurrence Matrix \( X \in \mathbb{N}^{|V| \times |V|} \), that is a matrix where an element \( X_{ij} \) represents how many times a word \( w_j \) appears after a word \( w_i \). Then we calculate the SVD of the matrix \( X = U \Sigma V^T \) taking the first \( k \) singular vectors, where \( U \in \mathbb{R}^{|V| \times k} \), \( \Sigma \in \mathbb{R}^{k \times k} \), and \( V^T \in \mathbb{R}^{k \times |V|} \). The final embedding matrix is obtained by taking the matrix \( U \). A graphical idea is shown in Figure 2.5.

A similar approach has been proposed using instead the Hellinger Principal Component Analysis (PCA) [48]. However, these methods have several drawbacks, such as a quadratic cost of the algorithm (i.e. SVD), matrix sparsity, and several problems with very low frequent.
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Path 2: Word-Word Co-occurrence Matrix

\[ X = UV^T \]

Fig. 2.5 Graphical representation of a Singular Value Decomposition.

words. The latter two can be solved using some kind of smoothing (e.g., Laplace), but the quadratic cost still remains an issue.

In what follows, we introduce three model that uses Artificial Neural Networks to generate word vectors. The idea is to use a Language Model, which predicts the probability of a certain word based on its context, to learn a dense vector able to represent such word in the space. The following methods can be considered as an Unsupervised Learning algorithm since no labels are involved in this process.

**Continuous Bag of Words Model (CBOW)**

The idea of this model is to predicting a central word from the surrounding context. The input of the model is the one-hot word vector of each word in the given context, where each words is denoted by \( x^{(i)} \). The output, denoted with \( y \), is a single vector representing the one-hot representation of the central word.

Let’s define \( W_{in} \in \mathbb{N}^{d \times |V|} \) the input word matrix and \( W_{out} \in \mathbb{N}^{|V| \times d} \) the output one, where \(|V|\) is the cardinality of the vocabulary \( V \), and \( d \) is the vector length for the word representation. We define the \( i \)-th word of the word matrix \( W_{in} \) with \( u^{(i)} \), and the \( j \)-th word of \( W_{out} \) with \( v^{(j)} \). Both vectors have got the same dimension \( 1 \times d \). The model can be built through the following steps:

- Generate a context window, that is a concatenation of one-hot vectors, cantered at the word of interest \( i \). Thus, we have \( (x^{(i-C)}, \ldots, x^{(i-1)}, x^{(i+1)}, \ldots, x^{(i+C)}) \), where \( C \) represents the context size.

- Then, it converts these vectors to their embedding vectors \( u \) using the \( W_{in} \) matrix. That is, \( (u^{(i-C)} = W_{in}x^{(i-C)}, \ldots, u^{(i-1)} = W_{in}x^{(i-1)}, u^{(i+1)} = W_{in}x^{(i+1)}, \ldots, u^{(i+C)} = W_{in}x^{(i+C)}) \).
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Fig. 2.6 Graphical model of CBOW (Left) and Skip-gram (Right). The image has been taken from Wikipedia (https://en.wikipedia.org/wiki/Word_embedding).

- Next, we take the average of the resulting vectors to obtain a single hidden vector denoted by \( h \). Hence, we have:
  \[
  h = \frac{u_{i-C} + \cdots + u_{i+C-1} + u_{i+C}}{2C}.
  \]

- Finally, the model generates the final prediction using a Softmax function and the previously computed steps. Thus we have: \( \hat{y} = \text{Softmax}(W_{out}h) \).

The model uses a cross entropy loss function \( H(\hat{y}, y) \) (defined in Eq 2.1), and by minimizing \( H \) we learn the matrix \( W_{in} \) and \( W_{out} \). To do so, the Backpropagation algorithm, introduced in the previous section, is employed. A graphical representation of the model is shown in Figure 2.6. Finally, the embedding matrix is obtained by using one of the learned matrix \( W_{in} \) and \( W_{out} \).

**Skip-gram**

The Skip-gram model takes a word and tries to learn the surrounding words context. The model is very similar to the CBOW, it just inverts input and output. Hence, the input of the model became the one-hot encoding of the word of interest denoted by \( x \), and the output is the concatenation of the one-hot encoded vectors of the words context, denoted by \( y^{(i)} \).

Considering \( W_{in} \) and \( W_{out} \) defined as before, the steps to build the model are:

- Using the one-hot encoding of \( x \), we generate \( h \) by using the \( W_{in} \) matrix. That is simply:
  \[
  h = W_{in} x.
  \]
Then, it generates 2C vectors $\mathbf{v}^{(i-C)}, \ldots, \mathbf{v}^{(i-1)}, \mathbf{v}^{(i+1)}, \ldots, \mathbf{v}^{(i+C)}$ by using the matrix $W_{out}$. Which is for instance $v = W_{out}h$.

- Each generated vector $\mathbf{u}$ is then converted into probabilities by using a softmax function. Thus, we have $\hat{y}^{(i-C)} = \text{softmax}(\mathbf{v}^{(i-C)})$ and so on.

As before we use a cross entropy loss function, and we train the model by Backpropagation.

Both models use a cross entropy loss function, which implies to compute a summation over all the vocabulary $V$, that is potentially very big (1M words). A successful idea has been to approximate the softmax computation by sampling few words from the vocabulary. This allows to have a good approximation of the loss function and at the same time a very scalable model. Both, CBOW and Skip-gram\(^8\), have been proposed by Mikolov et. al. [54] and they are computationally efficient compared to other count-based models.

Another successful way to build word embedding combines count-based and context-based methods. This model is called GloVe [65]. The latter tries to minimise the dot product of two words vector and the logarithm of their number of co-occurrences (still using a co-occurrence word matrix as the SVD model). Furthermore, this model scales well since for each word only uses a single row of the co-occurrence matrix.

In the next subsection, we discuss a particular Artificial Neural Network that is used to process sequence, e.g. a sequence of Word embedding. This model is called Recurrent Neural Network and it is very powerful since can handle input with a non-fixed dimension (e.g. lists, tree, graphs).

### 2.2.4 Recurrent Neural Network

The Recurrent Neural Networks (RNNs) [87] are a family of Artificial Neural Networks for processing sequential data. These models are similar to the standard ANN, but in addition they have a self-loop in their hidden state. This allows to have an internal state with temporal properties (dynamics through time).

Given an input sequence $x = x^{(1)}, \ldots, x^{(n)}$, where $x^{(i)} \in \mathbb{R}^n$, the equations to calculate the hidden state and the output at the time $t$, denoted as $s^{(t)} \in \mathbb{R}^h$ and $o^{(t)} \in \mathbb{R}^k$ respectively, of a

\(^8\)This method is normally called Word2Vec.
standard RNN [87] are the following:

\[ s^{(t)} = \sigma(Ux^{(t)} + Ws^{(t-1)} + b_W) \]
\[ o^{(t)} = \sigma(Vs^{(t)} + b) \]

Where \( W \in \mathbb{R}^{h \times h} \) is the hidden to hidden matrix, \( U \in \mathbb{R}^{h \times n} \) is the input matrix, \( V \in \mathbb{R}^{k \times h} \) the output one, and \( b \in \mathbb{R}^{k}, b_W \in \mathbb{R}^{h} \) the relative bias vectors. The parameter \( h \) denotes the hidden dimension, and it used to tune the capacity of the model. To obtain the hidden state \( s^{(t)} \) both the previous state \( s^{(t-1)} \) and the input \( x^{(t)} \) are used. Indeed, an RNN represents a recurrent equation over the hidden states, thus it can be unfolded to obtain an ANNs with as many layers as the sequence length. The unfold structure is shown in Figure 2.7.

In the unfolded structure the matrix involved in the calculation are shared between different layers, this allows to have a fixed structure able to handle arbitrary long sequence. Moreover, the RNN model can be trained by considering the unfolded structure as a normal ANN, thus it can still use the Backpropagation algorithm. This particular version of the algorithm is called Backpropagation Through Time (BPTT) [58, 68], and it is a bit different from the standard one since it considers the shared weight schema of the layers.

Training RNNs is not as simple as a normal ANNs since several problems occur during training, such as vanishing and exploding gradient [5]. In fact, when the Backpropagation Through Time algorithm updates the parameters weights two things can happen: the gradient may become very small when the important error is at the very beginning of the sentence, and the gradient value can explode if the error summed at each time-step became too big. The gradient explosion can be solved [63] by clipping the gradient norm of a certain threshold.
On the other hand, gradient vanishing can be solved by using a ReLU activation function, instead of a sigmoid one, and by initializing the matrix $W$ with the identity matrix. However, better techniques to overcome these issues are still an open research problem.

Different recurrent models have been proposed to reduce the problematics of the standard RNN. Normally, the self-loop part is called memory cell, since at each time step the network memorises information into its hidden state. Based on this idea of memorization, several models have been designed to improve the recognition of long-term dependency in the input sequences. In the next two paragraphs, we describe two particular types of RNNs: Long Short-Term Memory (LSTM) [36] and Gated Recurrent Unit (GRU) [13].

### LSTM

Long Short Term Memory is a particular type of RNN which use a more complex function to decide what to store in its hidden state. This infrastructure ensures to learn longer term dependency compared to the standard model. In particular is made by five components: Input Gate, Forget Gate, Output Gate, New Memory Cell, and Final Memory Cell. Basically, there are three gate function which manage the amount of information to store, a candidate memory, and the final memory that became the new hidden state. The equations that define an LSTM are the following:

\[
\begin{align*}
i(t) &= \sigma(U(i)x(t) + W(i)s(t-1)) & \text{(Input Gate)} \\
f(t) &= \sigma(U(f)x(t) + W(f)s(t-1)) & \text{(Forget Gate)} \\
o(t) &= \sigma(U(o)x(t) + W(o)s(t-1)) & \text{(Output Gate)} \\
\hat{c}(t) &= \tanh(U(c)x(t) + W(c)s(t-1)) & \text{(New Memory Cell)} \\
c(t) &= f(t) \odot \hat{c}(t-1) + i(t) \odot \hat{c}(t) & \text{(Final Memory Cell)} \\
s(t) &= o(t) \odot \tanh(c(t))
\end{align*}
\]

Where $x(t)$ is the input at the step $t$, $W (i, f, o, c)$ are used for the previous hidden state, and $U (i, f, o, c)$ are used for the current input. In the formulas, we reported the TanH activation function, however different activation functions can be used. Even though, this cell is very popular it is also very slow to train. This is due to the very complex infrastructure. Hence, a simpler but still effective cell is defined in the following.

### GRU

A Gated Recurrent Unit is a simplification of the LSTM model. It has been proposed to speed up the training phase and to still capture long term dependency in the input sequence. The
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Fig. 2.8 LSTM graphical model (on the left) and GRU model (on the right).

GRU cell has got three main components: Reset and Update Gates, New Memory Generation, and Hidden state. As in the LSTM model, the gate decides how important is the current state and how much of the current input should be stored. This information is then merged to obtain the new hidden state. The formulation of a GRU cell is:

\[ z(t) = \sigma(U(z)x(t) + W(z)s(t-1)) \]  
(Update Gate)

\[ r(t) = \sigma(U(r)x(t) + W(r)s(t-1)) \]  
(Reset Gate)

\[ \hat{s}(t) = \text{TanH}(r(t) \odot Ws(t-1) + Ux(t)) \]  
(New Memory)

\[ s(t) = (1 - z(t)) \odot \hat{s}(t) + z(t) \odot s(t-1) \]  
(Hidden State)

As in the LSTM equations, the \( W \) matrix is used to manage the previous hidden states, and \( U \), instead, to manage the inputs sequence. Notice that the bias terms are present in every equation but are not shown in the former equations for readability purpose. The GRU cells have shown comparable results to the LSTM model, achieving a notable speed up in the training phase.

**Bi-Directional**

The last model we present combines two RNN cells, one that examines the sequence from left to right, and the other from right to left. This model has been call Bi-Directional RNNs (BiRNNs), and basically it keeps updating two hidden states, \( \overrightarrow{s}_t \) and \( \overleftarrow{s}_t \), respectively, which represents a certain output at the instant \( t \). For simplicity, we describe the bi-directional equation using the standard RNN model. However, it is possible to use any other cell, for example we can have a biLSTM and biGRU models, which uses LSTM and GRU cell
respectively. The equation that describe a biRNN model are the following:

\[
\begin{align*}
\tilde{s}^{(t)} &= \sigma(\bar{U}x^{(t)} + \bar{W}\tilde{s}^{(t-1)} + \bar{b}_{W}) \\
\tilde{s}^{(t)} &= \sigma(\bar{U}x^{(t)} + \bar{W}\tilde{s}^{(t+1)} + \bar{b}_{W}) \\
o^{(t)} &= \sigma(V[\tilde{s}^{(t)}; \tilde{s}^{(t)}] + b)
\end{align*}
\]

Where ";" stand for concatenation, and the arrow is used to distinguish the direction of the unfolding. Differently from the original RNN, the output matrix \( V \in \mathbb{R}^{k \times 2h} \), so its hidden state is doubled. A graphical representation of the model is shown in Figure 2.9.

**Final Consideration**

The model we described in the last three paragraphs can be extended to become deep models, which means to stack several layers of hidden units before the final output. In this way, we are able to extend the capacity of our model. Moreover, increasing in the deepness of the model (in general) allows creating a hierarchical representation of the input features, which could improve the performance of several tasks.

**2.2.5 Other Models**

In this subsection, we describe different models used to handle NLP tasks, but that we do not mention or directly used in our thesis. In the following, we shortly introduce two of them:
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- **Convolutional Neural Networks (ConvNet):** is an extension of the ANN model, that it is specialised in processing data that has a known grid-like topology [51, 50]. The ConvNet uses the convolution process to get important features from the input. This method has been widely applied in Computer Vision, and also in NLP [17] tasks.

- **AutoEncoders:** is a particular ANN trained to copy its input to its output. The network can be divided into two modules: an Encoder that produces a sparse or compact representation of the input, and a Decoder that uses such representation to recreate the input. This architecture, with two RNNs as Encoder and Decoder, has been used as a sequence generator, as in the case of the Neural Machine Translation models [76].

Several other models have been proposed in the literature, which can handle sequence input or generate data. However, we do not use it in our work, but it still worth to at least mention it, as a short list in the following: Echo State Network [39] used to handle sequence like an RNN, and Deep Believe Network [35], etc.
2.3 Application

In this section, we describe how the presented techniques can be applied to NLP tasks. Here, we just include notable results about semantic and syntactic tasks excluding Question Answering, since we reserved a chapter for that. In the following, we first present a Neural Dependency Parser, since we also use it in one of our model. Then, we present a Recursive Neural Network model that uses the parse tree for the prediction of sentiment in a sentence (Sentiment Analysis). Finally, we present an End-to-End model able to jointly solve many tasks, such as part-of-speech tagging, chunking, named entity recognition, semantic roles labelling, and semantically similar checking. The description of these topics is very informal since these are not the main topic of this thesis but we just discuss it for completeness.

2.3.1 Neural Dependency Parser

In the task section, we discussed the importance of Parsing. Indeed, the latter allows a machine to analyse the linguistic structure of a sentence, and to understand the role of each word in it. As mention before there are two types of parsers commonly used in NLP tasks, such as Constituency and Dependency parsers. An example of the result from this two parsers is shown in Figure 2.10. The Dependency Parser has been widely used leveraging on Neural Network Architecture [11, 3].

Moreover, it is usually called Neural Dependency Parser and it tries to predict the correct transition of an SR-Parser (i.e. based on the features extracted from the parser configuration). The transaction decides how to create the parse tree and how to assign labels (NMOD, SUBJ, etc.) to each edge. There are many kinds of Tag Sets for the labels, the most commonly used ones are Universal Dependencies\(^9\), Stanford Dependencies [22] and CoNLL Dependencies [9]. An efficient implementation of a neural dependency parser is the Parsey McParseface by Google. They release an open source implementation of their parser\(^10\) based on DRAGNN [46].

2.3.2 Recursive Neural Network

A Parse Tree (Dependency or Constituent) has been widely used for Sentimental Analysis tasks [72, 77, 71] achieving excellent results. The idea is to use the parse tree as an infrastructure to compose words in the sentence. This allows obtaining a single, and more

\(^9\)http://universaldependencies.org/
\(^10\)https://github.com/tensorflow/models/tree/master/syntaxnet
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Fig. 2.10 Resulting trees from a Constituency parser (on the bottom left) and a Dependency Parser (on the top right).

The same idea of using a parsing tree to improve the overall representation of a sentence has been used in one of our models called ThRee Embedding Recurrent Neural Network, achieving promising results. In Chapter 4, we describe in more detail this model.

2.3.3 Unified Architecture for Natural Language Processing

This last model is reported for completeness, and because with a single pipeline can solve many of the previously listed tasks (part-of-speech tags, chunks, named entity tags, semantic roles, and semantically similar). This model [17] jointly learns all the tasks using a multi-task [79] learning approach. Moreover, by using a weight-sharing schema, like in ConvNets and in RNNs, it is able to share the same infrastructure between different tasks.

In the next Chapter, we describe the State-Of-The-Art in Question Answering Tasks, with a
particular focus on Reasoning Question Answering, Reading Comprehension, and Community Question Answering.
Chapter 3

Related Works

In this Chapter, we describe the State-Of-The-Art in different Question Answering (QA) tasks. In particular, we analyse three different sub-tasks: Reasoning Question Answering (RQA), Read Comprehension (RC), and Community Question Answering (CQA). The former two tasks are tested by formulating questions which are answerable directly by reading the piece of text in input (e.g. a document or a paragraph). Normally, the first sub-task is included in the second. Indeed reading (and understanding) a paragraph requires connecting facts regarding entities present in the text. Such ability is not trivial for a machine since facts are written in natural language and often there could not be enough information to make a pure logical inference.

At the end of this discussion, we introduce two models used for the Community Question Answers task. We do not describe as many models as for RQA and RC since a good summary is already available in the SemEval organisers’ paper.

Since we are describing the State-Of-The-Art in tasks presented in the last 2/3 years, many papers and methodologies that we present are just available in arXiv\(^1\), an e-Print archive for scientific publications. Nerveless, most of the presented articles have already reached a high number of citations.

3.1 Reasoning Question Answers

In this section, we focus on text understanding and reasoning. A series of synthetic tasks, called bAbI, have been recently proposed [85] to test the ability of a machine in chaining

\(^1\)https://arxiv.org/ Open access to 1,257,656 e-prints in Physics, Mathematics, Computer Science, Quantitative Biology, Quantitative Finance and Statistics
Table 3.1 Summary of the 20 bAbI tasks. The description includes the type of task, and their expected difficulties.

<table>
<thead>
<tr>
<th>Type</th>
<th>Task number</th>
<th>Difficulty</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single Supporting Fact</td>
<td>1</td>
<td>Easy</td>
</tr>
<tr>
<td>Two or Three Supporting Facts</td>
<td>2-3</td>
<td>Hard</td>
</tr>
<tr>
<td>Two or Three Argument Relations</td>
<td>4-5</td>
<td>Medium</td>
</tr>
<tr>
<td>Yes/No Questions</td>
<td>6</td>
<td>Easy</td>
</tr>
<tr>
<td>Counting and Lists/Sets</td>
<td>7-8</td>
<td>Medium</td>
</tr>
<tr>
<td>Simple Negation and Indefinite Knowledge</td>
<td>9-10</td>
<td>Hard</td>
</tr>
<tr>
<td>Basic Coreference, Conjunctions and Compound Coreference</td>
<td>11-12-13</td>
<td>Medium</td>
</tr>
<tr>
<td>Time Reasoning</td>
<td>14</td>
<td>Medium</td>
</tr>
<tr>
<td>Basic Deduction and Induction</td>
<td>15-16</td>
<td>Medium</td>
</tr>
<tr>
<td>Positional and Size Reasoning</td>
<td>17-18</td>
<td>Hard</td>
</tr>
<tr>
<td>Path Finding</td>
<td>19</td>
<td>Medium</td>
</tr>
<tr>
<td>Agent’s Motivations</td>
<td>20</td>
<td>Easy</td>
</tr>
</tbody>
</table>

facts, simple induction, deduction and many more. The dataset is available at http://fb.ai/babi, and it includes 20 tasks, each of which is studied to test a particular reasoning ability. It is proposed in two different settings, one with 1K samples and another one with 10K samples. The types of task are summarised in Table 3.1. In what follows, we are going to briefly describe how the latter tasks have been solved. Most of the solutions are based on Artificial Neural Networks with an explicit usage of external memory. This seems necessary to solve such tasks since the system needs to store relevant facts and to retrieve it based on the given question.

Moreover, we do not report the detailed results when we present different models, instead, at the end of the section, we are going to show a summary table, with all the results.

### 3.1.1 Memory Network

Memory Network [86] is one of the first models to introduce the ability to explicitly store facts in memory. In their original paper, the authors proposed a general framework to build an Artificial Neural Network with the ability to explicit use an addressable memory. The main components\(^2\) of this framework are the following:

\[ m: (\text{memory}) \text{ set of memories, e.g, represented as element in an array.} \]

\(^{2}\)We keep the same notation used in the original paper
I: (input feature map) which transform the input into an internal representation, e.g., using a Word Embedding matrix.

G: (Generalization) updates the current memories given the input.

O: (output feature map) produce an output given an input (e.g. a question) and the current memories.

R: (response) convert the output in the desired format, e.g., text or actions.

Basically, the G component allocates memory slots given an input text, encoded it by the I module, and then the O and R components infer the correct answer by using the allocated memories (and eventually a question). A graphical representation of the framework is shown in Figure 3.1. This framework has been used to solve the 20 bAbI tasks by using word embedding as input module and by taking the memory which matches the most (i.e. using the inner product as a score) the embedded query. This model was one of the first to achieve good results in bAbI tasks. However, one of the main drawbacks of this system is that each component must be trained separately. To overcome this problem an End to End Memory Network [75] has been proposed. This model uses a different embedding matrix to encode respectively story, memories and query, and a Softmax layer to find the most likely memory that can answer the embedded query. Then the output module, which is quite similar to the previous version, uses a Softmax layer to assign a probability to all the possible candidate answers. This model can be also extended to multi-hop, that is a way to score the memories several times based on the given question. This extension can further improve the accuracy in many tasks, including bAbI and in other Reading Comprehension tasks. A schematic of the model is shown in the Figure 3.2. On the same line, Deep Mind group proposed

---

3End to End refers to a system that can train all of its components together.

4All the word in the vocabulary.
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3.1.2 Dynamic Memory Network

Dynamic Memory Network [47, 88] is another model that explicitly memorize facts in order to answer a given question. Differently from the previous, this model does not create an array of memories, instead, it builds up memory states based on the input sentence, the question, and the previous history\(^5\). To be more specific, it has got four modules (quite similar to the previous ones): Input and Question modules which respectively encode the sentence in input and the question into a single embedding. Then, it has got an Episodic Memory Module that takes as input the encoded sentence, the encoded question and its previous state, and it creates a new memory state. Notice that, the memory state is initialized with

---

5https://deepmind.com/
6This model is similar to an RNN model.
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3.1.3 Neural Reasoner

The last model that we present does not use any external memory. The Neural Reasoner [64] takes as input all the sentences (called facts in the article), the question, and it encodes each of them using an RNN (i.e. GRU cells). After that, it pairs each encoded fact with the encoded question, to create a score between them. Then, each couple is passed to an Artificial Neural Network which outputs a single vector for each pair.

The latter set of vectors is passed through an Average or Max-Pooling layer which selects the final vector representation. The described process can be iterated multiple times using as question the output of the previous steps. The last layer, called Answering Layer in the article, takes the output of the last pooling step and it passes it to a Softmax layer which generates the final answer.
This model is not very scalable when there are long paragraphs, but it works well for bAbI tasks 17 and 19 (in particular with 1k sample setting). However, all the other tasks are not actually reported in this paper. A schematic of the model is shown in the Figure 3.4.

### 3.1.4 Other Approaches

Several others baseline approach have been proposed [85] such as: $n$ – gram [67] model, LSTM reader and an SVM model. The latter and the original Memory Network requires a Strong Supervision, thus the training set should include the sentence which gave the right answer. This obviously is a great advantage for the learner, but it is too far from the reality, since normally this information is never present in a real dataset. For this reason, this two models are not included in the following results, which does not use such information.

Table 3.2 shows the result in the 20 bAbI tasks of the described models. All the results shown in the Table are taken from the dataset with 10K samples. To pass a task the model should have an error lower than 5%. The results using 1K setting are shown later in the experiment Chapter. Using the latter setting, there is no model that pass all the tasks, and therefore it is still considered an open problem.
Table 3.2 Test error rates (%) on the 20 bAbI tasks for models using 10k training examples. NTM stands for Neural Turing Machine, MemN2N for End To End Memory Network, DNC for Differentiable Neural Computer, DMN+ for Dynamic Memory Network, and EntNet for Entity Recurrent Network.

<table>
<thead>
<tr>
<th>Tasks</th>
<th>NTM</th>
<th>MemN2N</th>
<th>DNC</th>
<th>DMN+</th>
<th>EntNet</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 1 supporting fact</td>
<td>31.5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2 2 supporting facts</td>
<td>54.5</td>
<td>0.3</td>
<td>0.4</td>
<td>0.3</td>
<td>0.1</td>
</tr>
<tr>
<td>3 3 supporting facts</td>
<td>43.9</td>
<td>2.1</td>
<td>1.8</td>
<td>1.1</td>
<td>4.1</td>
</tr>
<tr>
<td>4 2 argument,relations</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5 3 argument,relations</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0.5</td>
<td>0.3</td>
</tr>
<tr>
<td>6 yes/no questions</td>
<td>17.1</td>
<td>0.1</td>
<td>0</td>
<td>0</td>
<td>0.2</td>
</tr>
<tr>
<td>7 counting</td>
<td>17.8</td>
<td>2</td>
<td>0.6</td>
<td>2.4</td>
<td>0</td>
</tr>
<tr>
<td>8 lists/sets</td>
<td>13.8</td>
<td>0.9</td>
<td>0.3</td>
<td>0</td>
<td>0.5</td>
</tr>
<tr>
<td>9 simple negation</td>
<td>16.4</td>
<td>0.3</td>
<td>0.2</td>
<td>0</td>
<td>0.1</td>
</tr>
<tr>
<td>10 indefinite knowledge</td>
<td>16.6</td>
<td>0</td>
<td>0.2</td>
<td>0</td>
<td>0.6</td>
</tr>
<tr>
<td>11 basic coreference</td>
<td>15.2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.3</td>
</tr>
<tr>
<td>12 conjunction</td>
<td>8.9</td>
<td>0</td>
<td>0</td>
<td>0.2</td>
<td>0</td>
</tr>
<tr>
<td>13 compound coreference</td>
<td>7.4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1.3</td>
</tr>
<tr>
<td>14 time reasoning</td>
<td>24.2</td>
<td>0.2</td>
<td>0.4</td>
<td>0.2</td>
<td>0</td>
</tr>
<tr>
<td>15 basic deduction</td>
<td>47</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>16 basic induction</td>
<td>53.6</td>
<td>51.8</td>
<td>55.1</td>
<td>45.3</td>
<td>0.2</td>
</tr>
<tr>
<td>17 positional reasoning</td>
<td>25.5</td>
<td>18.6</td>
<td>12</td>
<td>4.2</td>
<td>0.5</td>
</tr>
<tr>
<td>18 size reasoning</td>
<td>2.2</td>
<td>5.3</td>
<td>0.8</td>
<td>2.1</td>
<td>0.3</td>
</tr>
<tr>
<td>19 path finding</td>
<td>4.3</td>
<td>2.3</td>
<td>3.9</td>
<td>0</td>
<td>2.3</td>
</tr>
<tr>
<td>20 agent’s motivation</td>
<td>1.5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Failed Tasks (>5% error): 16 3 2 1 0
Mean Error: 20.1 4.2 3.8 2.8 0.5
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In the previous section, we discussed several Question Answering tasks which require reasoning over a sequence of (synthetic) facts. However, these tasks are simplistic comparing to a real word text. For instance Read Comprehension (RC hereafter), which is defined as the ability to read a text, process it, and understand its meaning\footnote{https://en.wikipedia.org/wiki/Reading_comprehension}, it is a more realistic scenario. Indeed, such task not only implies a reasoning process but it also requires to process important facts mixed in raw text, e.g., a paragraph with more than a thousand words.

Reading Comprehension is considered as QA task since it is tested by asking questions which require reasoning from the paragraph. A big problem among the years was to find large datasets with human annotated sample. For example, the MC test \cite{67} offered a few thousand human annotated sample (also said gold label), but still, it was too small for building powerful statistical models. This shortcoming has been solved by finding a clever way to create big datasets from unlabelled data. In the following, we list three of the most popular datasets and we briefly explain their creation.

**CBT** Children’s Text Books \cite{34} dataset has been created from books that are freely available in the Project Gutenberg\footnote{https://www.gutenberg.org/}. Each data sample is made of 21 sentences, where 20 of those represents the paragraph to read, and the 21st becomes the query. In the latter, a word is removed and it became the expected answer. Thus, the model must be able to identify the correct word among a selection of 10 candidate answers. This dataset allows evaluating four classes of questions by removing distinct types of word: Named Entities, (Common) Nouns, Verbs and Prepositions.

**CNN & DM** These two datasets \cite{33} comes from a large collection of news articles from CNN and Daily Mail. Each article is accompanied by a bullet point, which summarises aspects of the information contained in the article. From these short summary sentences, one entity is replaced with a placeholder. The summary together with the unknown entity become respectively the question and the answer for an article. Once the triples text, question, and answer have been created, all the entities that appear in it are anonymized (by using a marker @entity-i) and shuffled.

**WdW** Who did What \cite{62} is a dataset created from LDC English Gigaword newswire corpus (https://catalog.ldc.upenn.edu/ldc2011t07). It has been created in the same way as the CNN & DM datasets, but instead of predicting among all the possible entities in
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the text, the choice is limited to a smaller set of candidates. Another key difference is that entities are not anonymised which allows to building systems that can better exploit semantical information. The dataset is available in two settings: a smaller but cleaner Strict version and a larger but noisier called Relaxed.

These three datasets can be categorized as fill-in-the-gap Cloze [78] style question answer, and they are often used as benchmark for Reading Comprehension. Some statistics about these datasets are reported in Table 3.3.

Many different models have been proposed to achieve good results in these datasets, using many different architectures. For instance, Memory Network, described in the previous section, has been tested [34] in CNN and CBT datasets, achieving good results. In the following we list the most effective models present in literature and as before we summarize their performance at the end of the chapter.

3.2.1 Attentive and Impatient Reader

Attentive and Impatient Reader [33] have been proposed as the first model for CNN and Daily Mail datasets, and they are often used as a baseline. These models have got a framework similar to the Memory Network, indeed the following modules are present: Input, Attention, and Output. The Input module, for both Attentive and Impatient Reader, encodes separately the question and the paragraph using a bi-directional single layer LSTMs (BiLSTM). The Attention module assigns a score to each word (represented by the concatenation of its BiLSTM states) based on the relevance to the question (by a liner layer with a TanH activation).

This creates a distribution over the words in the text, that combined with the encoded representation of the question, is used by the Output module (a Softmax over the vocabulary) to generate the correct answer. The Impatient Reader has got the ability to reread the document as each query token is read, similarly to the multiple hops in the End To End Memory

<table>
<thead>
<tr>
<th></th>
<th>CNN</th>
<th>Daily Mail</th>
<th>CBT-NE</th>
<th>CBT-CN</th>
<th>WdW-Strict</th>
<th>WdW-Relaxed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train</td>
<td>380298</td>
<td>879450</td>
<td>108719</td>
<td>120769</td>
<td>127786</td>
<td>185978</td>
</tr>
<tr>
<td>Validation</td>
<td>3924</td>
<td>64835</td>
<td>2000</td>
<td>2000</td>
<td>10000</td>
<td>10000</td>
</tr>
<tr>
<td>Test</td>
<td>3198</td>
<td>53182</td>
<td>2500</td>
<td>2500</td>
<td>10000</td>
<td>10000</td>
</tr>
<tr>
<td>Vocab</td>
<td>118497</td>
<td>208045</td>
<td>53063</td>
<td>53185</td>
<td>347406</td>
<td>308602</td>
</tr>
<tr>
<td>Max doc length</td>
<td>2000</td>
<td>2000</td>
<td>1338</td>
<td>1338</td>
<td>3085</td>
<td>3085</td>
</tr>
</tbody>
</table>
3.2 Reading Comprehension

Network. The latter should empower the attention mechanism; however, it did not further improve the accuracy of the system. The Attention module is similar to the Generalisation (G) step in the Memory Network framework. Differently from such module, the Attentive Reader does not store and update facts in memory; but instead it assigns a score to the RNN hidden state of each word based on the given question.

Almost one year later, Danqi Chen from Standford proposed a few modifications to the Attentive Reader [10] which increased its accuracy by 10%. This was very surprising since they just changed the activation function of the attention layer and they only predict among entities which appear in the passage, instead of the entire vocabulary. A schematic of the model is shown in the Figure 3.5.

3.2.2 Pointer Network

The model in this section is inspired by a novel Artificial Neural Network architecture called Pointer Network [84]. The latter showed a great ability to handle very long sequences using a fixed length infrastructure (still by using RNNs). In facts, this model explicitly uses the words in input (using an index which represents their position) to generate the answer.

Attentive Sum Reader [43] uses such idea to handle Reading Comprehension tasks. The model acts in three phases: Firstly, it computes an embedded representation of the question
Fig. 3.6 Graphical representation of the Attentive Sum Reader. The image has been taken from the original paper [43].

using a bidirectional GRUs (biGRU). Secondly, it creates the context embedding, using the whole document, for each word. This is done by multiplying the embedding of a word with a bi-directional representation (its hidden stats) of the document until that moment. Thirdly, the model selects the most likely answer by multiplying the embedded question and the contextual embedding of each occurrence of a candidate answer in the document. Basically, the idea of this model is to use the contextual embedding to give an improved semantical representation to each word. The graphical schema of the model is shown in Figure 3.6.

Another model which uses a similar idea is called Attention over Attention [20]. This model uses a Pair-wise Matching matrix (which is a matching between each context word and each question word) together with a Bidirectional RNN (bi-GRU in this case) over the document to create a context embedding for each word. After that, the final prediction is made in the same ways as the Attentive Sum Reader [43]. Essentially, this model tries to compare the given question versus the document and vice-versa in order to obtain a double attention mechanism. The graphical schema of the model is shown in Figure 3.7.

An even more complex architecture, which also implements the idea of a Pointer Network, is the EpiReader [82]. This model is made by two components: Extractor and Reasoner. The first one selects a small subset of answers in the text using the same attention mechanism of the Attentive Sum Reader. The second, instead, plug the short-listed candidates into the
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Fig. 3.7 Attention Over Attention model. Image taken from the original paper [20].

question (substituting the placeholder) and then estimate the concordance of each generated candidate sentence with the words in the paragraph. This final match is then used in parallel with the Extractor to produce a final ranking of the answer candidates. The graphical schema of the model is shown in Figure 3.8.

3.2.3 Dynamic Entity Representation

The last model we present is called Dynamic Entity Representation [45]. Differently from the previous, this model tries to accumulate information about entities in the document. Indeed, it takes any sentence in which a determined entity \( e \) appears and, using a bi-directional RNN (BiLSTM), it creates a compact representation. To create a single vector which represents all the knowledge of a given entity \( e \), the model applies a weighted sum to all the vectors. The weights used in the sum are the matching score of the sentence versus the given question\(^9\).

Finally, the answer is generated by using a Softmax layer over the entities in the text. This model has shown good results, in particular by adding a max-pool layer to the vectors of a given entity \( e \). A max-pool layer takes the max value of each dimension in the vectors that represent the encoded sentence.

\(^9\)This step can be considered as an Attention step
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Fig. 3.8 EpiReader. Image taken from the original paper [82].

3.2.4 Learning and Non-Learning Baseline

In Reading Comprehension tasks, several Learning and Non-Learning baseline have been proposed, thus we list the most used ones. In the Learning baseline, we have the LSTM Reader [33]. This model simply concatenates document words and question words, and it uses as input for a deep LSTM. In this way, it creates an encoded representation of the sentence that, in combination with an encoded representation of the question, predicts the most likely answer. There is also a variation of this method, such as sliding window and window + position [34], which uses different embedding matrix and ways to encoded the sentences. The latter gives a stronger baseline; however, they do not reach the same performance as the model which uses the Attention mechanism explained in the previous paragraphs.
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The Non-Learning solution uses methods that do not involve a learning process. Frame-Semantic and Word distance models [33] are two model that follow this line. The first, identify predicates (triples \((e_1, V, e_2)\) “who did what to whom”) from the document and tries to finds a matching (exact or using some heuristic approach) with the predicate in the question. The second instead, align the placeholder of the question with every entity in the document. Then extract a window context from both and it sums the exact word matching between them. Both of this baseline have been evaluated in the CNN and Daily Mail dataset.

In Table 3.4 we report the accuracy of each considered models among the four datasets. The results shown in the table are taken from the original article where each model was presented. We do not report results from ensemble (results averaged on multiple models) since we are interested in studying models itself and not their composition.

Table 3.4 Validation/Test accuracy (%) on CNN, Daily Mail, CBT and WdW dataset. In the list AR stands for Attentive Reader, AS for Attentive Sum, AoA for Attention over Attention, and DER for Dynamic Entity Representation. In bolt the model with the best performance in the Test set.

<table>
<thead>
<tr>
<th>Model</th>
<th>CNN Val</th>
<th>CNN Test</th>
<th>Daily Mail Val</th>
<th>Daily Mail Test</th>
<th>CBT-NE Val</th>
<th>CBT-NE Test</th>
<th>CBT-CN Val</th>
<th>CBT-CN Test</th>
<th>WdW-S Val</th>
<th>WdW-S Test</th>
<th>WdW-R Val</th>
<th>WdW-R Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Human</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Max Freq.</td>
<td>30.5</td>
<td>33.2</td>
<td>25.6</td>
<td>25.5</td>
<td>-</td>
<td>-</td>
<td>33.5</td>
<td>-</td>
<td>-</td>
<td>28.1</td>
<td>0.32</td>
<td>-</td>
</tr>
<tr>
<td>Frame-semantic</td>
<td>36.3</td>
<td>40.2</td>
<td>35.5</td>
<td>35.5</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Word distance</td>
<td>50.5</td>
<td>50.9</td>
<td>56.4</td>
<td>55.5</td>
<td>-</td>
<td>-</td>
<td>39.8</td>
<td>-</td>
<td>-</td>
<td>36.4</td>
<td>46.0</td>
<td>-</td>
</tr>
<tr>
<td>Language Model</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>43.9</td>
<td>-</td>
<td>-</td>
<td>57.7</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>LSTM Reader</td>
<td>55.0</td>
<td>57.0</td>
<td>63.3</td>
<td>62.2</td>
<td>-</td>
<td>-</td>
<td>40.8</td>
<td>-</td>
<td>-</td>
<td>56.1</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Memory Net</td>
<td>63.4</td>
<td>66.8</td>
<td>-</td>
<td>-</td>
<td>70.4</td>
<td>66.6</td>
<td>64.2</td>
<td>63.0</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Uniform Reader</td>
<td>39.0</td>
<td>39.4</td>
<td>34.6</td>
<td>34.4</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Attentive Reader</td>
<td>61.6</td>
<td>63.0</td>
<td>70.5</td>
<td>69.0</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>53.0</td>
<td>55.0</td>
<td>-</td>
</tr>
<tr>
<td>Impatient Reader</td>
<td>61.8</td>
<td>63.8</td>
<td>69.0</td>
<td>68.0</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Stanford (AR)</td>
<td>72.5</td>
<td>72.7</td>
<td>76.9</td>
<td>76.0</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>64.0</td>
<td>65.0</td>
<td>-</td>
</tr>
<tr>
<td>AS Reader</td>
<td>68.6</td>
<td>69.5</td>
<td>75.0</td>
<td>73.9</td>
<td>73.8</td>
<td>68.6</td>
<td>68.8</td>
<td>63.4</td>
<td>57.0</td>
<td>59.0</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>AoA</td>
<td>73.1</td>
<td>74.4</td>
<td>-</td>
<td>-</td>
<td>77.8</td>
<td>72.0</td>
<td>72.2</td>
<td>69.4</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>EpiReader</td>
<td>73.4</td>
<td>74.0</td>
<td>-</td>
<td>75.3</td>
<td>69.7</td>
<td>71.5</td>
<td>67.4</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>DER</td>
<td>71.3</td>
<td>72.9</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
3.3 Community Question Answers

In this section, we describe several models used for Community Question Answers task of SemEval2017. This task required to reorder 10 comments given a question. Moreover, the systems need to assign a label ('good' or 'bad') and a score value to each comment. The performance of different models is compared using the Mean Average Precision (MAP) with respect to the real ranking position. In this task, of the SemEval2017 competition, participated 14 teams, plus the organiser proposed 2 baseline models (random, and chronological order).

In what follows, we report just the winner and the second runner models, since all the others competitors used similar approaches. In fact, most of the models, including the winner, used a Support Vector Machine (SVM) [19] classifier on several features extracted from the text, or an Artificial Neural Network directly on raw data.

3.3.1 KeLP

KeLP [26] is the model that won SemEval2017 Community Question Answers task (A), and it used an SVM classifier. In this model, the authors proposed several features for each couple question comment, that are then fed into an SVM. They divided these features into three categories: Intra-pair similarities, Inter-pair kernel, and Task Specific Features. The Intra-pair set of features tries to collect similarities between pair question comment, and it includes Lexical, Syntactic, and Semantic similarities. The Inter-pair similarity uses a Tree Kernel [57] that computes the shared substructures between parse trees of question and comment. The Task-specific features includes: Ranking Features, Heuristic (comment characteristics such as its length, its category, whether it includes URLs, emails, or other particular words, etc.), Thread-based features (e.g., whether a comment is followed by an acknowledgment from the user who asked the question), and Stacking features. All of these features are then fed into an SVM model, which classified the pairs question comment as 'Good' or 'Bad'.

Many other competitors used such scheme, feature collection and then SVM classifier. We do not report all of them since they have just made a slightly different feature selection.

3.3.2 MSRA

The MSRA [25] is the second runner of the competition and it has achieved a very close MAP (0.2% less) compare to the winner. This model uses a combination of Artificial Neu-
Fig. 3.9 MSRA. The image has been taken from the original paper [25].

r al Network and classical handcrafted features (e.g., Longest common subsequence, Word overlap, etc.). These features are then combined as a ranking model by a gradient boosted regression tree, implemented by Xgboost [12].

The ANN is used to generate a similarity score between the pairs question comment. This is done by using two Bidirectional LSTM (BiLSTM), one for the question and one for the comment, and then by using a Convolution Neural Network on the resulting hidden states. The result is then passed to a fully connected layer that makes the final score for the labels (‘Good’ or ‘Bad’). A graphical representation of the model can be found in Figure 3.9.

Other models, proposed in the competition, used ANNs to generate a similarity score. A quite original one is called Siamese CNN [23] that cleverly generate an attention mechanism from two distinct CNN networks. We do not report the results of all the teams that participated in the competition, but interested reader may find it in the organiser paper [60].
Chapter 4

Proposed Models

In this chapter, we describe the models produced to solve the three Question Answering tasks studied in this thesis: Community Question Answer (CQA), Reasoning Question Answering (RQA), and Reading Comprehension (RC). The first task is tested using the CQA data proposed at SemEval2017. For the second, we used the bAbI tasks described in the previous section, and in the last, we used the CNN news article dataset, also previously described. In the next Chapter, we are going to describe in deep the data splitting and the eventual re-sampling. In this, instead, we describe the general formulation of our proposed models.

In what follows, we first describe the ThRee Embedding Recurrent Neural Network [2], and then the Question Dependent Recurrent Entity Network. At the beginning of each section, we provide a more formal description of each task.

4.1 ThRee Embeddings Recurrent Neural Network

This model has been designed to solve the CQA task, which can be formulated as follows:

**CQA-** Given a question \( q \) and 10 comments \( c_1, \ldots, c_{10} \), rank such comments from the most relevant to the least one with respect to \( q \), and assign to each one a label “Good” if the comment answers the question and “Bad” vice versa.

Our model creates pair question comment and tries to assign a label and a score to each of them. The proposed model exploits both syntactic and semantic information to build a single

\[^1\text{http://alt.qcri.org/semeval2017/task3/}^\]

\[^2\text{Another sub-task proposed at SemEval2017 was to rank similar questions. However, we do not describe such task since it is more related to a question to question similarity rather than a question answer task.}\]
4.1 ThRee Embeddings Recurrent Neural Network

and meaningful embedding space. This idea has been frequently used in this field [38, 89], in particular by properly combine Word Embedding in order to encode semantic information into a single vector. In our model, we exploit both semantic and syntactic information, through the use of Word Embedding and a Dependency Parser, that are used to build a single vector. The latter becomes the input of an Artificial Neural Network, that gives the final score. The CQA data of SemEval2017 were quite dirty, then we first pass it through a series of pre-processing steps. Then we derived several additional features that are used together with the raw input. We formally define the aforementioned process in the next sections.

4.1.1 Data Preprocessing

We applied standard pre-processing to question and comment body. This also helped to achieve better performance during syntactic parsing and better alignment of our vocabulary to the pre-trained embedding one. Pre-processing included the following steps:

- Portions of text that include HTML tags and special sequences were removed or substituted with simpler strings.

- Using a set of regular expressions, we replaced URLs, nicknames, email addresses with a placeholder for each category.

- Too long repetitions of characters inside tokens were replaced by a single character (e.g. loooot became lot). Indeed, in the language spoken on community forums, letters are often repeated to emphasise words; with our approach, we were able to reconstruct their standard form. Moreover, multiple punctuations were also collapsed.
• Standard use of spacing after punctuation was restored, in order to avoid problems during tokenization.

• Using a hand-written dictionary, the most common abbreviations were replaced with the corresponding extended form.

We then performed sentence splitting and tokenization using *nltk* [8]. During the tokenization step, we performed spelling corrections.

Finally, texts were analysed using Tanl pipeline [3], adding morpho-syntactic and syntactic information (i.e., part of speech tagging and dependency parsing). Figure 4.1 shows an example of question and comment which are parsed accordingly.

### 4.1.2 Additional Features

After that, we generated several features, representing both metadata and properties of the couple Question-Comment. These features have been commonly used in literature, both using Neural Networks [56], and SVM models [53]. The latter can include additional and potentially relevant information not easily conveyed through semantic representations. In our case, they are used as additional input besides the last hidden state of the RNN encoder. Features can be grouped as follows:

• Features encoding information about the standard similarity between question and comment (all measures are expressed in terms of the number of tokens):
  
  – size of intersection between question and comment
  
  – Jaccard Coefficient (ratio between intersection size and union size of question and comment)
  
  – comment length
  
  – ratio between comment length and question length
  
  – length of the longest common subsequence between question and comment

• Features encoding metadata information, in particular:
  
  – number of the comment in default ordering
  
  – whether the comment was posted by the same user asking the question
  
  – whether the user posting the comment had already posted a comment for the same question
• Features encoding presence of certain elements in comment body, in particular, we looked for:
  – presence of question marks
  – presence of URLs (through regex)
  – presence of username (through regex)
  – presence of a username among those that are authors of comments preceding the considered one

4.1.3 Model

The proposed model makes use of the previous steps (i.e. dependency parser) whose output is a tree, to generate a sequence of triples. The $i$th triple is made of $< W_i, rel, W_r >$, where $W_i$ is the $i$th word of the text and $W_r$ is the word associated through $rel$ (i.e. the dependency relation extracted by the parser). Then triples $< e_i, rel, e_r >$ are generated, where $e_i$ and $e_r$ are word-embeddings vectors for the two words, and $rel$ is a 1-hot-encoding of the dependency relations. The $k$th input to be fed into the encoder is simply made by concatenating the $k$th embedding triple of the comment with the $k$th one of the question. Figure 4.1 shows an example of how to obtain a valid input for our model.

The goal is to let the system learn the correct composition rule through syntactic dependencies. Hence, the input becomes dual: a sequence of triples which represents the question and another sequence for the comments. In formulas, a sample $x$ can be described as:

$$x^{(t)} = < e_Q^{(t)}, rel_Q^{(t)}, e_C^{(t)}, rel_C^{(t)}, e_Q^{(t)}, e_C^{(t)} >$$

where $t$ represent the generic tuple included in the input $x$, $Q$ the question and $C$ the comment. These are then passed to a sentence encoder, which is a Recurrent Neural Network (RNNs), that is used to return a single output aiming to represent the entire sequences. The RNN equation and its variants are shown in Chapter 2.

Then the RNN output, that is its final hidden state, along with a vector made up of the additional features, become the inputs passed to the final feed-forward layers which perform the scoring. This is a standard multilayer ANN, described in the background Chapter, in

---

3 An implementation is available at https://github.com/AntonioCarta/ThreeRNN
which the final layer is Softmax over two classes: 'Good’ and 'Bad’. To obtain the final ranking we took the probability of a given input to be labelled as the positive class ('Good’).

The entire network is finally trained using Backpropagation Through Time (BPTT) algorithm using a cross-entropy loss function ($H$). Figure 4.2 shows the conceptual schema of the model.

The final re-rank, required by the task, has been done by sorting the 10 comments by their score. In Chapter 5, we discuss implementation details, conducted experiments, and obtained results. In the next section, instead, we describe the Question Dependent Recurrent Entity Network, used for the other two tasks.
4.2 Question Dependent Recurrent Entity Network

In this section, we describe the model used to solve RQA and RC tasks. These tasks are semantically different but they can be formulated in the same way, such as:

**RQA/RC**- the training data consists of tuples \( \{(x_i, y_i)\}_{i=1}^{n} \), with \( n \) equal to the sample size, where:

- \( x_i \) is composed by a tuple \((T_i, Q_i)\), where \( T_i \) is the text made of a set of sentences \( \{s_{i1}, \ldots, s_{it}\} \) where \( t \) represents the number of sentence in \( T_i \), and \( Q_i \) is a single sentence representing the question.

- \( y_i \) is a single word that represents the answer to the question \( Q_i \). For instance, in the RC task, the set of possible answers is restricted to the entities (e.g., Persons, Organizations, etc.) present in \( T_i \). Instead, in the RQA (i.e., bAbI tasks) the set of possible answers is selected among all the words in vocabulary \( V \).

In Chapter 3, State-Of-The-Art, we have shown different models that achieve good results in both RQA and RC. In this section, we present an improvement of the Recurrent Entity Network (REN) [32] model. The latter is the only model able to pass all the 20 bAbI tasks, presented in the previous Chapter, with the 10k sample setting. However, this model fails many tasks with the 1K setting, and it has not been tried in a challenging RC datasets, like the CNN news article. In this thesis, we deeply studied this model, and we modified its core part in order to overcome that performance lacks. We called this elaborated model Question Dependent Recurrent Entity Network (QDREN)\(^4\). In the following, we introduce the model, and we motivate the architectural choice. In the description, we show the general structure of the REN model, and we specify the modification made in order to obtain the QDREN.

4.2.1 Model

The Recurrent Entity Network follows the Memory Network framework described in the previous Chapter. Indeed, it has the three classical components: Input Encoder, Dynamic Memory (\( G \) in the Memory Network framework), and the Output Module. In the following paragraphs, we provide a detailed description of each component.

\(^4\)An implementation is available at https://github.com/andreamad8/QDREN
4.2 Question Dependent Recurrent Entity Network

**Input Encoder**

The input of the model is a set of sentences\(^5\) \(\{s_{i1}, \ldots, s_{it}\}\) that represent the text \(T_i\), where each sentence \(s_{it}\) is a sequence of \(m\) words \(\{w_{i1}, \ldots, w_{im}\}\). The input encoder transforms the set of words of a sentence \(s_{it}\) into a single vector representation by using a multiplicative mask. Let’s define \(E \in \mathbb{R}^{|V| \times d}\) the embedding matrix, that is used to convert words to vectors, i.e. \(E(w_{im}) = e_{im} \in \mathbb{R}^d\). Hence, \(\{e_{i1}, \ldots, e_{im}\}\) are the word embedding of each word in the sentence \(s_{it}\). The multiplicative masks for the sentences are defined as \(f(s) = \{f_1^{(s)}, \ldots, f_m^{(s)}\}\), where each \(f_i \in \mathbb{R}^d\). The encoded vector of a sentence is defined as:

\[
S_{it} = \sum_{r=1}^{m} e_{ir} \odot f_i^{(s)}
\]

where \(\odot\) is the Hadamard product (elementwise product). On the other hand, if we considered \(\{e_1, \ldots, e_k\}\) as the embedding of the question’s words, and \(f(q) = \{f_1^{(q)}, \ldots, f_m^{(q)}\}\) as the multiplicative masks, then the encoded vector for the question can be defined as:

\[
q = \sum_{r=1}^{k} e_{ir} \odot f_i^{(q)}
\]

If we fix the generic \(f_i\) as the all one vector, then it becomes simply the sum of each word vector (a.k.a. Bag of Words). Moreover, there could be several options to explore for an input encoder such as: a RNN, Positional encoding [75], or any other ways to combine word vectors. The choice of the multiplicative mask is mainly guided by its simplicity and effectiveness. In the future, we plan to explore other alternatives. Now on, we denote a generic encoded sentence with \(s_t\) without indicating the sample index.

**Dynamic Memory**

This module is the core component of the model. Indeed, it stores information of entities present in the text \(T\). This module is very similar to a Gated Recurrent Unit (GRU) with a hidden state divided into blocks. Moreover, each block ideally represents an entity, and it stores relevant facts about it.

Each block \(i\) is made by a hidden state \(h_i \in \mathbb{R}^d\) and by a key \(k_i \in \mathbb{R}^d\), where \(d\) is the embedding size. Therefore the Dynamic Memory module is made of a set of blocks, which can be represented by the following two sets: hidden states \(\{h_1, \ldots, h_z\}\), and a set of keys

---

\(^5\)In the RC task, we used a set of windows as input instead of the sentence directly. But for the model does not make any difference.
Fig. 4.3 Conceptual scheme of how a memory cell propagates its hidden state and its key. On the left-hand side the standard cell, and on the right the memory that considers also the question to open the gate.

\{k_1, \ldots, k_z\}. Now, we formally define how to update the hidden states \( (h_i) \) of a generic block \( i \) depending on a sentence \( s_i \), encoded into a single vector by the previous module. For a generic block \( i \), we have the following equations:

\[
\begin{align*}
  g_i^{(t)} &= \sigma(s_i^T h_i^{(t-1)} + s_i^T k_i^{(t-1)}) & \text{(Gating Function)} \\
  \hat{h}_i^{(t)} &= \phi(U h_i^{(t-1)} + V k_i^{(t-1)} + W s_i) & \text{(Candidate Memory)} \\
  h_i^{(t)} &= h_i^{(t-1)} + g_i^{(t)} \odot \hat{h}_i^{(t)} & \text{(New Memory)} \\
  h_i^{(t)} &= \frac{h_i^{(t)}}{\|h_i^{(t)}\|} & \text{(Reset Memory)}
\end{align*}
\]

where \( \sigma \) represents a sigmoid function, \( \phi \) a generic activation function which can be chose among a set (e.g. sigmoid, ReLU, etc.). \( g_i^{(t)} \) is the gating function which determines how much the \( i \)th memory should be updated, and \( \hat{h}_i^{(t)} \) is the new candidate value of the memory to be combined with the existing one \( h_i^{(t-1)} \). The matrix \( U \in \mathbb{R}^{d \times d}, V \in \mathbb{R}^{d \times d}, W \in \mathbb{R}^{d \times d} \) are shared among different blocks, and are trained together with the key vectors.

The final normalization step makes the model to forget previous information. To see this, note that since the memories lie on the unit sphere, all information is contained in their phase. Adding any vector to a given memory (other than the memory itself) will decrease the cosine
distance between the original memory and the updated one. Therefore, as new information is added, old information is forgotten.

Our main contribution in this module is to the gating function. As we saw in other models described in the State-Of-The-Art Chapter, the question should be taken in consideration while we analyse the sentence in input. The gating function that we have introduced in the previous equation completely ignore the question. Furthermore, the model has been actually designed to accumulate information about all the facts independently from the question in input. Even though, this solution works well for generic tasks, it is not the best choice in the Question Answering case. To overcome this issue, we proposed a new gating function that take in consideration the question in input. Given the question \( q \in \mathbb{R}^d \), encode as the sentences but with another set of masks, the new gating function is defined as:

\[
g_i(t) = \sigma(s_i^T h_i^{(t-1)} + s_i^T k_{i}^{(t-1)} + s_i^T q)
\]

The addition of this last term can be considered as a specialization of the original model for question answering tasks. Hence, the name Question Dependent Recurrent Entity Network (QDREN). Figure 4.3 shows the graphical representation of the memory cell, with and without the question.

**Output Module**

This module is very similar to the one proposed in the End To End Memory Network [75]. Basically, it is doing a scoring of the memory (hidden states) using again the question \( q \). This step is done by using a Softmax layer which creates a probability distribution over the memories (hidden states). Thus, the hidden states are summed up, using the probability as weight, to obtain a single state which represents the entire memory content. Finally, the network output is obtained by combining the final state with the question. The latter steps can be formalised by the following equations:

\[
p_i = \text{Softmax}(q^T h_i)
\]

\[
u = \sum_{j=1}^{z} p_j h_j
\]

\[
y = R\phi(q + Hu)
\]

where \( R \in \mathbb{R}^{|V| \times d} \), \( H \in \mathbb{R}^{d \times d} \), \( y \in \mathbb{R}^{|V|} \), \( z \) is the number of blocks, and \( \phi \) can be chosen among different activation functions.
Finally, the model uses a cross entropy loss $H(\hat{y}, y)$, where $y$ is the one hot encoding of the answer. Overall, the trainable parameters of this model are the following:

$$\Theta = [E, f^{(s)}, f^{(q)}, U, V, W, k_1, \ldots, k_z, R, H]$$

where $f^{(s)}$ refers to the sentence multiplicative masks, $f^{(q)}$ to the question multiplicative masks, and each $k_i$ to the key of a generic block $i$. The number of parameters is dominated by $E$ and $R$, since they depend on the vocabulary size. However, $R$ is normally is much smaller than $E$ like for the RC task, in which the prediction is made on a restricted number of entities and not the entire vocabulary\(^6\). All the parameters are learned using the Backpropagation Through Time (BPTT) algorithm. A schematic representation of the model is shown in Figure 4.4.

\(^6\)Therefore $R \in \mathbb{R}^{\text{entities} \times d}$
4.2.2 Details and Discussion

After this general description of the model, we discuss several details and modification we made to it. The key points are listed in the following.

- in all the equations the activation function $\phi$ can be freely chosen, in the original implementation they used a parametric ReLU function [31] in both memory and output equation. However, in the RC task, this activation function results to be hurtful for the performance. Thus, we preferred to use a simple sigmoid activation function ($\sigma$).

- the original model was designed mainly for bAbI tasks with a setting of 10K, hence it basically did not have any over-fitting problems. However, in both RC and bAbI 1K setting tasks, we added an L2 regularisation term to the loss function and a dropout layer in front of the embedding matrix. In several bAbI tasks, this helped the network to better generalise.

- the original paper proposed also an interesting setting of this network which is called tied scheme. In this case, the keys $k_i$ were fixed (not trained) to the word embedding of an entity. In all the experiment of the original article, this scheme did not increase the performance of the model, it actually gives the worst result. Indeed, the model tries to build a distributed representation of the information among the memories, i.e. it stores the information of a given entity in all the memories.

- if needed, a simplified version of the model can be obtained by removing the output module, and by considering the candidate memory $\hat{h}_i(t)$ simply as the sentence $s_t$, instead of as a combination of the previous hidden state. This version can work if there are a small number of candidates\(^7\) since without output module we have already a distribution over the candidates. Obviously, this choice is not realistic since normally the task requires to find the answer among all the words in the text (or among its entities), and not from a shortlist of candidates.

\(^7\)Like for the Children’s Book Text, where 10 candidates are given.
Chapter 5

Experiments and Results

In this chapter, we present experiments and results of our proposed models. We conducted experiments in three datasets, one for each QA task discussed before, which are: SemEval2017 data (CQA), bAbI tasks (RQA), and CNN news article dataset (RC). Previously, we shortly described several datasets, either way, we give further details and statistics of the dataset used in the experiments. Moreover, in each section, we discussed the experiment setting and we analyse the obtained results.

The models we build required a lot of computational power since we basically need to learn high dimensional vectors. For instance, in the RC task, 5 million parameters must be updated, since for each word in the corpus (50K words) we have a 100-dimension vector. Moreover, the datasets we used have got a lot of samples, like in the case of CNN news article (380K samples). For the latter reasons, for running the experiments, we used two machines equipped with four GPUs each. The first has got four NVIDIA Tesla K80 Accelerator\(^1\), and the second has got four NVIDIA Tesla P100 accelerators\(^2\) based on the new NVIDIA Pascal GPU architecture\(^3\).

In the next three sections, we describe the implementation details, experiments and results of all the models we built.

\(^1\)http://www.nvidia.com/object/tesla-k80.html
\(^2\)http://www.nvidia.com/object/tesla-p100.html
\(^3\)http://www.nvidia.com/object/gpu-architecture.html
5.1 Community Question Answer: SemEval2017

SemEval2017 organizers already provided the training and the validation set\(^4\) (called Dev set by them). However, the test set was not provided at the beginning of the competition. Indeed, each competitor has to submit their best model and the system automatically evaluate it. The evaluation score is based on the Mean Average Precision (MAP) achieved in the test set. The winner achieved a MAP equal to 88.431, compared to our model, ranked 7-th, which scored a MAP of 83.429. The organisers provided a description paper [60] that includes task challenge, participant models, and all the final scores. In this thesis, we do not report detailed results of all the participants, since it would just be a copy and paste from the organiser paper. Instead, we prefer to describe implementation details of our model. Interested readers can visit this website for more information: http://alt.qcri.org/semeval2017/

The provided data are summarised in Table 5.1, where we also show the sample subdivision by label kind. Each sample in the table represents a triple: question, comment, and label. Even though we used the label to train our model, the Mean Average Precision (MAP) score is used to test the performance of the model. The latter, it is considering the ranking position of the 10 comments. Thus, ones the model generate the prediction (probability of the ‘Good’ class), we re-ranked the 10-comment based on their probability score. In this way, we obtained the final order used to calculate the MAP.

Table 5.1 Summary of training, validation and test sets provided by SemEval2017 organisers. The Sample column represents the number of example size, Good and Bad, instead, the subdivision of the samples by their label.

<table>
<thead>
<tr>
<th></th>
<th>Sample</th>
<th>Good</th>
<th>Bad</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training</td>
<td>17900</td>
<td>6651</td>
<td>11249</td>
</tr>
<tr>
<td>Validation</td>
<td>2440</td>
<td>818</td>
<td>1622</td>
</tr>
<tr>
<td>Test</td>
<td>2930</td>
<td>1230</td>
<td>1700</td>
</tr>
</tbody>
</table>

5.1.1 Experiments

In this task, we used the ThRee Embeddings Recurrent Neural Network, described in the previous chapter. This model has been implemented using Keras [14], a python library which provides an efficient and easy-to-use deep learning utilities. To perform model selection, we merged training and validation samples provided by Semeval organisers. Then, we shuffled

Table 5.2 Hyper-parameters used during model selection. The selected parameters are in bold.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>RNN</td>
<td>LSTM, GRU, SUM</td>
</tr>
<tr>
<td>RNN layer</td>
<td>1, 2, 3</td>
</tr>
<tr>
<td>Hidden layer</td>
<td>1, 2, 3</td>
</tr>
<tr>
<td>Embeddings size</td>
<td>100, 200, 300</td>
</tr>
<tr>
<td>Hidden size</td>
<td>50, 100, 200</td>
</tr>
<tr>
<td>Max length</td>
<td>5, 10, 25, 50, 75, 100, 150</td>
</tr>
<tr>
<td>Dropout</td>
<td>0, 0.1, 0.2, 0.3, 0.4</td>
</tr>
<tr>
<td>L2</td>
<td>0.01, 0.001, 0.0001, 0.00001</td>
</tr>
<tr>
<td>Activation</td>
<td>ReLU, tanh, sigmoid</td>
</tr>
<tr>
<td>Optimizer</td>
<td>adam, rmsprop</td>
</tr>
</tbody>
</table>

We selected various hyper-parameters, shown with their values in Table 5.2, such as learning rate, the number of hidden units and hidden layers for the recurrent and feed-forward layers, dropout, L2 regularization, activation functions (i.e. ReLU, sigmoid and hyperbolic tangent), optimization algorithms (i.e. Adam [44] and RMSprop [81]). We limit the number of triples in input to the RNN with a threshold, that is also part of the hyper-parameter (i.e., Max length); if the comment/question is shorter, it is filled up with zeros ("null triples"). Since each training required quite a large amount of time, we opted for a random search technique [6].

The Word Embedding matrix is initialized with pre-trained Embeddings⁵, and it remains fixed during the training phase (not learned). We tried to update them together with the entire network during training but the resulting network always ended up to over-fit. Two different types of Word Embedding have been evaluated: GloVe [65], which are trained using Wikipedia, and another one trained directly with questions and answers extracted from Qatar Living forum [52]. However, in our model both Embedding worked fine; Indeed, using the latter, which was tailored for this particular task, we did not achieve any improvements.

To encode the input into a single embedding we compare three different approaches: SUM (which sums all the triples given as input), LSTM and GRU. This is also included in the hyper-parameters selection.

⁵This technique is also known as Transferring Learning.
Table 5.3 Test results of the submitted models. We also report the result from the winner model KeLP [26] and the second runner [25].

<table>
<thead>
<tr>
<th>Model</th>
<th>MAP</th>
<th>Acc</th>
<th>AvgRec</th>
<th>MRR</th>
<th>P</th>
<th>R</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline (IR)</td>
<td>72.61</td>
<td>-</td>
<td>79.32</td>
<td>82.37</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Primary</td>
<td>83.42</td>
<td>68.02</td>
<td>89.90</td>
<td>90.32</td>
<td>73.82</td>
<td>59.62</td>
<td>65.96</td>
</tr>
<tr>
<td>Contrastive</td>
<td>82.87</td>
<td>68.67</td>
<td>89.64</td>
<td>89.98</td>
<td>77.28</td>
<td>56.27</td>
<td>65.12</td>
</tr>
<tr>
<td>KeLP</td>
<td>88.43</td>
<td>73.89</td>
<td>93.79</td>
<td>92.82</td>
<td>87.30</td>
<td>58.24</td>
<td>69.87</td>
</tr>
<tr>
<td>MSRA</td>
<td>88.24</td>
<td>51.98</td>
<td>93.87</td>
<td>92.34</td>
<td>51.98</td>
<td>100.00</td>
<td>68.40</td>
</tr>
</tbody>
</table>

5.1.2 Results

We selected our best model by taking the one that achieved the highest MAP in the validation set. The competition allowed also to make a contrastive submission, so we also tested our second-best model. The primary submission uses GRU, instead, the contrastive model uses SUM as aggregation. Using SUM, which is computationally less expensive than the RNN, we obtained just a slightly worst MAP (i.e. around 0.5%), which suggests we did not fully exploit the RNN potentiality. Moreover, there is a trade-off between representation length and computational costs, achieved with the use of the length threshold; this may be regarded as a crucial choice for our model. In Table B.1 in Appendix B we report the best and the worst MAP values achieved in the validation set.

Even though the competition used the Mean Average Precision (MAP) for the ranking, different measures have been used to evaluate the general performance of a model. For instance there are other considered measures in the evaluation: Acc that is the accuracy on the label, AvgRec that is the average recall\(^6\), MRR is the mean reciprocal rank\(^7\), P is the precision\(^8\), R is the Recall, and F1 is the F1-score\(^9\) with respect to the ‘Good’ label. All the results obtained in the test set are summarised in Table 5.3. We also include the results of the winner (KeLP) and the second runner (MSRA). These models have been described in Chapter 3.

In conclusion, our model greatly surpasses the baseline models by 11 percent points more, and it achieve 5 percent points less compare to the competition winner. We have also noticed that achieving more accuracy in the label does not always help to obtain a higher MAP.

---

\(^6\)Where recall is defined as Recall = \(\frac{tp}{tp+fn}\), \(tp\) stand for true positive, and \(fn\) for false negative

\(^7\)https://en.wikipedia.org/wiki/Mean_reciprocal_rank

\(^8\)Where precision is defined as Precision = \(\frac{tp}{tp+fp}\), \(tp\) stand for true positive, and \(fp\) for false positive.

\(^9\)That is defined as \(F = \frac{2 \cdot \text{precision} \cdot \text{recall}}{\text{precision} + \text{recall}}\)
5.2 Reasoning Question Answering: bAbI tasks

As discussed, in the State-Of-The-Art chapter, the bAbI dataset includes 20 different tasks to test the reasoning ability of a machine. These tasks are synthetically created, and they are present in 2 different sample sizes: 1K and 10K. Table 5.4 shows an example taken from one of the bAbI task (number 3). In the in the previous chapter, we have shown the results for the 10K setting, and we saw that Recurrent Entity Network (REN) was the only model able to pass it all (Error lower than 5% in each task). However, in the 1K setting the REN does not achieve good results, indeed it just passes 5 tasks. Moreover, End To End Memory Network [75] in the 1K setting represents the State-Of-The-Art, passing 9 tasks.

All the 20 tasks are present as a set of distinct tuples \( \{(x_i, y_i)\}_{i=1}^{n} \), with \( n \) equal to the sample size, as explained in the previous Chapter. Each task provides the following amount of data (already split): 900 training samples, 100 validation samples, and 1000 Test samples. We keep using this splitting in order to compare our model with the existing ones. We also consider a task passed, if the model achieved an error in accuracy lower than 5%.

### 5.2.1 Implementation

For this task, we implemented the Question Dependent Recurrent Entity Network, described in the previous Chapter. The original REN model has been implemented, by the authors [32], using Torch 7 [16] a deep learning library written in Lua. However, we found the latter implementation hard to understand and to manipulate as we desired. Therefore, we decided to implement the QDREN model from scratch using TensorFlow v1.1 [1].

This library is an open source software for numerical computation that makes use of data flow graphs. We choose it, because it provides a class interface to implement a customized version of an RNN cell (tf.contrib.rnn.RNNCell\(^{10}\)). Indeed, once the cell has been

\(^{10}\)https://www.tensorflow.org/api_docs/python/tf/contrib/rnn/RNNCell
created, TensorFlow allows to use it as a predefined RNN cell, and so it can be plugged wherever we needed. Another, advantages of using this library is the ability to perform a fully dynamic unrolling of the input, which means we do not need to set a maximum length size for a sentence. For doing so, we just need to specify the length of each sequence to the method `tf.nn.dynamic_rnn`\textsuperscript{11}.

Moreover, Tensorflow, and also other libraries based on computational graphs\textsuperscript{12}, implements automatic differentiation. Thus, it computes the gradient of the implemented function, and it automatically updates the weights of all the parameters accordingly. This feature is very useful because it allows to easily implement models, avoiding to implement everything from scratch. Last but not least, the code written using Tensorflow can be executed using GPUs, achieving great performance.

### 5.2.2 Experiments

To select the best model, we perform a model selection on the validation set of each bAbI task. Thus, we selected 20 different hyper-parameters, one for each task. We selected various hyper-parameters, shown in Table 5.5, such as: number of memory blocks, learning rate, L2 regularization ($\lambda$), and dropout. In this task, we fixed the batch size to 32, we do no used any pre-trained word embedding, and we used Adam [44] optimizer. We have also clipped the gradient to a maximum of 40 (to avoid gradient explosion), and we set the word embedding size to 100, as it has also been suggested in the original paper. We have also implemented an early stopping method, which stop the training ones the validation accuracy does not improve after 50 epochs.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Learning Rate</td>
<td>0.01,0.001,0.0001</td>
</tr>
<tr>
<td>Number of Blocks</td>
<td>20,30,40,50</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>0,0.001,0.0001</td>
</tr>
<tr>
<td>Dropout</td>
<td>0.3,0.5,0.7</td>
</tr>
</tbody>
</table>

Some initialization led to very poor results (in the validation), thus we repeated the experiment several times. For each task, we selected the model that achieved the highest accuracy.

\textsuperscript{11}https://www.tensorflow.org/versions/r1.2/api_docs/python/tf/nn/dynamic_rnn

\textsuperscript{12}Theano, Torch, Chainer etc.
in validation. Once we selected the best model, we estimate its generalization error using the provided Test set.

The best hyper-parameter for each task are shown in Table A.1 of Appendix A. In Table 5.6, we show the values of the loss function and the accuracy for the training, validation and test sets of the selected model. A common setting among different tasks is to use 20 blocks of memories; This also seems a good trade-off, since on average the vocabulary size is between 20 to 40 words (possible entity candidates). Just in few case the L2 regularization results to be useful, and then really improve the performance. However, in the failed tasks we are still over-fitting in the training data, even though in the model selection we tried a quite strong regularization (both L2 and dropout). This can be due to the fact that we are using just 1K samples, and also that our model does not have enough generalization power.

Table 5.6 Summary of the selected model for the 20 bAbI task. The elements in bolt show the task with less than 5% of error, thus considered as passed.

<table>
<thead>
<tr>
<th>Task</th>
<th>Loss</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Training</td>
<td>Validation</td>
</tr>
<tr>
<td>1</td>
<td>0.008</td>
<td>0.000</td>
</tr>
<tr>
<td>2</td>
<td>1.519</td>
<td>1.735</td>
</tr>
<tr>
<td>3</td>
<td>0.942</td>
<td>1.588</td>
</tr>
<tr>
<td>4</td>
<td>0.048</td>
<td>0.011</td>
</tr>
<tr>
<td>5</td>
<td>0.107</td>
<td>0.228</td>
</tr>
<tr>
<td>6</td>
<td>0.097</td>
<td>1.044</td>
</tr>
<tr>
<td>7</td>
<td>0.017</td>
<td>0.002</td>
</tr>
<tr>
<td>8</td>
<td>0.151</td>
<td>0.354</td>
</tr>
<tr>
<td>9</td>
<td>0.131</td>
<td>0.176</td>
</tr>
<tr>
<td>10</td>
<td>0.077</td>
<td>0.067</td>
</tr>
<tr>
<td>11</td>
<td>0.013</td>
<td>0.004</td>
</tr>
<tr>
<td>12</td>
<td>0.106</td>
<td>0.035</td>
</tr>
<tr>
<td>13</td>
<td>0.161</td>
<td>0.157</td>
</tr>
<tr>
<td>14</td>
<td>0.132</td>
<td>0.467</td>
</tr>
<tr>
<td>15</td>
<td>0.050</td>
<td>0.041</td>
</tr>
<tr>
<td>16</td>
<td>0.965</td>
<td>1.223</td>
</tr>
<tr>
<td>17</td>
<td>0.589</td>
<td>0.692</td>
</tr>
<tr>
<td>18</td>
<td>0.112</td>
<td>0.317</td>
</tr>
<tr>
<td>19</td>
<td>2.276</td>
<td>2.451</td>
</tr>
<tr>
<td>20</td>
<td>0.007</td>
<td>0.000</td>
</tr>
</tbody>
</table>
5.2 Reasoning Question Answering: bAbI tasks

Fig. 5.1 Training and validation loss among epochs for all the 20 bAbI tasks. In the x axes we have the epochs and on the y axes the loss values. The blue line represents training values and the green one the validation. The back-ground of each image represents whether we pass (error less or equal to 5%) the task, green indicate passed, and red failed.

To better analyse the performance of our model (whether it over-fits), we plot training and validation curve of loss function and accuracy. Figure 5.1 and Figure 5.2 show the loss function and the accuracy respectively, of both training and validation set in all the 20 bAbI tasks. As we can notice, in several tasks (number 2, 3, 6, 19 in particular) the training loss decreases (accuracy increases), and the validation loss keep staying very high (typical over-fitting situation). This happens on task which are particularly difficult, like task number 3 which requires three facts among 130 sentences to get the correct answer.
5.2 Reasoning Question Answering: bAbI tasks

Fig. 5.2 Training and validation accuracy among epochs for all the 20 bAbI tasks. In the x axes we have the epochs and on the y axes the accuracy values. The blue line represents training values e and the green one the validation. The back-ground of each image represents whether we pass (error less or equal to 5%) the task, green indicate passed, and red failed.

We compared our results with four models: n-gram model, LSTM, original REN and End To End Memory Network (MemN2N) [75], which is currently the State-Of-The-Art in this setting. To the best of our knowledge we achieved the lowest number of failed tasks, failing just 8 tasks compared with the previous State-Of-The-Art which was 11. Comparing our QDREN with the original Recurrent Entity Network (REN) we achieved, on average, an improvement of 11% in the error rate and we passed 7 tasks more.
Table 5.7 Comparisons between n-gram, LSTM, QDREN, REN and End To End Memory Network (MemN2N). All the results have been taken from the original articles where they were firstly presented. In bold we highlight the task in which we greatly outperform the other 2 models.

<table>
<thead>
<tr>
<th>Task</th>
<th>n-gram</th>
<th>LSTM</th>
<th>MemN2N</th>
<th>REN</th>
<th>QDREN</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>64.0</td>
<td>50.0</td>
<td>0.0</td>
<td>0.7</td>
<td>0.0</td>
</tr>
<tr>
<td>2</td>
<td>98.0</td>
<td>80.0</td>
<td>8.3</td>
<td>56.4</td>
<td>67.6</td>
</tr>
<tr>
<td>3</td>
<td>93.0</td>
<td>80.0</td>
<td>40.3</td>
<td>69.7</td>
<td>60.8</td>
</tr>
<tr>
<td>4</td>
<td>50.0</td>
<td>39.0</td>
<td>2.8</td>
<td>1.4</td>
<td>0.0</td>
</tr>
<tr>
<td>5</td>
<td>80.0</td>
<td>30.0</td>
<td>13.1</td>
<td>4.6</td>
<td><strong>2.0</strong></td>
</tr>
<tr>
<td>6</td>
<td>51.0</td>
<td>52.0</td>
<td>7.6</td>
<td>30.0</td>
<td>29.0</td>
</tr>
<tr>
<td>7</td>
<td>48.0</td>
<td>51.0</td>
<td>17.3</td>
<td>22.3</td>
<td><strong>0.7</strong></td>
</tr>
<tr>
<td>8</td>
<td>60.0</td>
<td>55.0</td>
<td>10.0</td>
<td>19.2</td>
<td><strong>2.5</strong></td>
</tr>
<tr>
<td>9</td>
<td>38.0</td>
<td>36.0</td>
<td>13.2</td>
<td>31.5</td>
<td><strong>4.8</strong></td>
</tr>
<tr>
<td>10</td>
<td>55.0</td>
<td>56.0</td>
<td>15.1</td>
<td>15.6</td>
<td><strong>3.8</strong></td>
</tr>
<tr>
<td>11</td>
<td>71.0</td>
<td>28.0</td>
<td>0.9</td>
<td>8.0</td>
<td>0.6</td>
</tr>
<tr>
<td>12</td>
<td>91.0</td>
<td>26.0</td>
<td>0.2</td>
<td>0.8</td>
<td>0.0</td>
</tr>
<tr>
<td>13</td>
<td>74.0</td>
<td>6.0</td>
<td>0.4</td>
<td>9.0</td>
<td><strong>0.0</strong></td>
</tr>
<tr>
<td>14</td>
<td>81.0</td>
<td>73.0</td>
<td>1.7</td>
<td>62.9</td>
<td>15.8</td>
</tr>
<tr>
<td>15</td>
<td>80.0</td>
<td>79.0</td>
<td>0.9</td>
<td>57.8</td>
<td><strong>0.3</strong></td>
</tr>
<tr>
<td>16</td>
<td>57.0</td>
<td>77.0</td>
<td>1.3</td>
<td>53.2</td>
<td>52.0</td>
</tr>
<tr>
<td>17</td>
<td>54.0</td>
<td>49.0</td>
<td>51.0</td>
<td>46.4</td>
<td>37.4</td>
</tr>
<tr>
<td>18</td>
<td>48.0</td>
<td>48.0</td>
<td>11.1</td>
<td>8.8</td>
<td>10.1</td>
</tr>
<tr>
<td>19</td>
<td>10.0</td>
<td>92.0</td>
<td>82.8</td>
<td>90.4</td>
<td>85.0</td>
</tr>
<tr>
<td>20</td>
<td>24.0</td>
<td>9.0</td>
<td>0.0</td>
<td>2.6</td>
<td>0.2</td>
</tr>
</tbody>
</table>

Failed Tasks (>5%): 20 20 11 15 8
Mean Error: 65.9 50.8 13.9 29.6 18.6

Table 5.7 shows the error rate obtained using each compared model. We improve the mean error compared to the original REN, however we still do not reach the error rate achieved by the End To End Memory Network (even if we passed more tasks). It is worth to notice the following two facts: Firstly, in task 14 and 18 the error is very close to the threshold for passing the task (5%); Secondly, in task 2, we achieved a slightly worst result (10% error more) compared to the original REN.

In conclusion, using QDREN we improved the accuracy in many bAbI tasks achieving a new State-Of-The-Art in this setting. However, some tasks are still suffering of over-fitting mostly due to the usage of very few sample in training. In the next section, we show results obtained using QDREN in a Reading Comprehension task.
5.3 Reading Comprehension: CNN dataset

In this section, we employ the Question Dependent Recurrent Entity Network (QDREN) for solving a Reading Comprehension Task. As we described in the State-Of-The-Art Chapter, this task is very challenging and many different models have been proposed. To test the performance of our model, we selected the CNN news article dataset [33] since it is considered as a standard benchmark. This dataset hides entities from the input paragraph, which makes the task even more challenging. To have a feeling of how difficult this task becomes after the entity anonymization, we show a sample of the dataset in Table 5.8. The Table 5.8 Sample from the CNN news article dataset. We show both the raw article and the anonymized one, including the question in Cloze form and the expected answer.

<table>
<thead>
<tr>
<th>Raw Article</th>
<th>Anonymized Article</th>
</tr>
</thead>
<tbody>
<tr>
<td>(CNN)Robert Downey Jr. may be Iron Man in the popular Marvel superhero films, but he recently dealt in some advanced bionic technology himself. Downey recently presented a robotic arm to young Alex Pring, a Central Florida boy who is missing his right arm from just above his elbow. The arm was made by Limbitless Solutions, a ...</td>
<td>(@entity1) @entity0 may be @entity2 in the popular @entity4 superhero films , but he recently dealt in some advanced bionic technology himself. @entity0 recently presented a robotic arm to young @entity7 , a @entity8 boy who is missing his right arm from just above his elbow. the arm was made by @entity12 , a ...</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Raw Highlights</th>
<th>Question</th>
</tr>
</thead>
<tbody>
<tr>
<td>&quot;Iron Man&quot; star Robert Downey Jr. presents a young child with a bionic arm</td>
<td>&quot;@placeholder&quot; star @entity0 presents a young child with a bionic arm</td>
</tr>
</tbody>
</table>

Answer: @entity2

CNN dataset has been already tokenized and cleaned, therefore we did not apply any text pre-processing. As it has been done in other models, the set of possible answers has been reduced to the set of hidden entities in the text, that are much less, around 500, compared to all the words (120K) in the vocabulary. Moreover, training, validation and test set were already split, thus we keep this division in order to be able to make comparisons with existing models.

Table 5.9 Summary of training, validation and test sets of the CNN news article dataset. In the Info columns we show several relevant statistics.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Info</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train</td>
<td>380298</td>
</tr>
<tr>
<td>Validation</td>
<td>3924</td>
</tr>
<tr>
<td>Test</td>
<td>3198</td>
</tr>
<tr>
<td>Vocabulary size</td>
<td>118497</td>
</tr>
<tr>
<td>Avg story tokens</td>
<td>761.8</td>
</tr>
<tr>
<td>Avg. # entities</td>
<td>26.2</td>
</tr>
</tbody>
</table>
results. Since the proposed validation and test sets are very small compared to the Training set, as shown in Table 5.9 together with several other statistics, we plot the distribution of the expected answers (single entity) for all the sets in Figure A.1 of Appendix A. The plot shows that the label’s class are well sampled, since they have qualitatively the same distribution.

### 5.3.1 Experiments

The experiments have been conducted using the same implementation explained in the previous chapter, except for the activation function of the output layer (sigmoid instead of parametric ReLU\(^ {13} \)). Differently from the bAbI task, the input was not split into sentences, thus we divided the text into sentences using the dot token ("."). Notice that in many cases this splitting task is challenging, but in this case the input has been already cleaned and normalised. Thus, the slitting worked pretty well.

Since the sentence can be very long, we have also implemented a window-based approach. The same method has been used in the End To End Memory Network [75] as a way to encode the input sentence. This method takes each entity marker (@entity\(_i\)) and it creates a window of \( b \) words around it. Formally, \( \{ w_{i-(b-1)/2}, \ldots, w_i, \ldots, w_{i+(b-1)/2} \} \), where \( w_i \) represent the entity of interest. For the question, a single window is created around the placeholder marker (the word to predict). Moreover, we add \( 2(b-1) \) tokens for the entities at the beginning and at the end of the text.

To check whether our QDREN could improve the existent REN and whether the window-based approach makes any difference in comparison with plain sentences, we separately trained four different models:

- **REN + SENT**: original model with sentences as input

\(^{13}\)After several experiments we notice that such activation was hurting the model’s performance.
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- **REN + WIND**: original model using the window-based input
- **QDREN + SENT**: our proposed model with sentences as input
- **QDREN + WIND**: our proposed model using window-based input

For each of this model, we conduct a separated model selection using a various number of hyper-parameters, shown with their values in Table 5.10. The latter includes: Learning Rate, Window Size, Number of Blocks, L2 regularization (\(\lambda\)), Optimizer (i.e. Adam [44] and RMSProp [81]), Dropout value, and the Batch Size. We also bound the maximum number of sentences to the first 50, since, on average, each training sample has 30 sentences. As for the bAbI task, we used early stopping, thus we stopped the training once the validation accuracy does not improve for 20 epochs. Notice that, we considered the best validation accuracy and not the one at the last epoch. This was possible by saving the model’s weights in the epoch in which we achieved the best accuracy in validation.

Since each training required a large amount of time\(^\text{14}\), we opted for a random search technique [6], and we used just a sub-sample of the training set, i.e. 10K sample, for the model selection\(^\text{15}\). Obviously, this is not an optimal parameter tuning, since the model is selected on just 10K samples. Indeed, we noticed that the selected model, which is trained using all the samples (380K), tends to under-fit. However, it was the only way to try different parameters in a reasonable amount of time. In Table B.1 of Appendix B, we report the best and the worst accuracy values achieved in the validation set using the 10k training set.

Moreover, we also limited the vocabulary size to the most common 50K words, and we initialize the embedding matrix using Glove [65] pre-trained word embedding of size 100. Differently from SemEval competition, we keep updating the weights of the embedding matrix during the training phase. Indeed, the number of learnable parameters in our model is dominated by the Word Embedding matrix\(^\text{16}\). In a holistic view, the proposed model is learning the most suitable vector representation for each word.

As before, we selected the models that achieved the highest accuracy in the validation set, and then we estimate its generalisation error using the provided test set. The selected models, with their hyper-parameters, are shown in Table 5.11. The learning curve of training and validation set are reported in Appendix A as Figure A.2 and A.3.

\(^{14}\)Using a batch size of 64 an epoch takes around 7 hours
\(^{15}\)We still keep the validation set as it was.
\(^{16}\)5 million parameters
Table 5.11 Comparison between the four model REN+SENT, QDREN+SENT, REN+WIND and QDREN+WIND. We show the best hyper-parameters picked by the model selection. In the last rows, we report the loss and accuracy values of each set.

<table>
<thead>
<tr>
<th></th>
<th>REN+SENT</th>
<th>QDREN+SENT</th>
<th>REN+WIND</th>
<th>QDREN+WIND</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Blocks</td>
<td>20</td>
<td>10</td>
<td>50</td>
<td>20</td>
</tr>
<tr>
<td>Window</td>
<td>-</td>
<td>-</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>Learning Rate</td>
<td>0.001</td>
<td>0.001</td>
<td>0.0001</td>
<td>0.01</td>
</tr>
<tr>
<td>Optimizer</td>
<td>Adam</td>
<td>Adam</td>
<td>RMSProp</td>
<td>RMSProp</td>
</tr>
<tr>
<td>Dropout</td>
<td>0.7</td>
<td>0.2</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>Batch Size</td>
<td>128</td>
<td>64</td>
<td>64</td>
<td>64</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>0.0001</td>
<td>0.001</td>
<td>0.0001</td>
<td>0.0001</td>
</tr>
<tr>
<td>Loss Training</td>
<td>2.235</td>
<td>2.682</td>
<td>2.598</td>
<td>2.216</td>
</tr>
<tr>
<td>Loss Validation</td>
<td>2.204</td>
<td>2.481</td>
<td>2.427</td>
<td>1.885</td>
</tr>
<tr>
<td>Loss Test</td>
<td>2.135</td>
<td>2.417</td>
<td>2.319</td>
<td>1.724</td>
</tr>
<tr>
<td>Accuracy Training</td>
<td>0.418</td>
<td>0.349</td>
<td>0.348</td>
<td>0.499</td>
</tr>
<tr>
<td>Accuracy Validation</td>
<td>0.420</td>
<td>0.399</td>
<td>0.380</td>
<td>0.591</td>
</tr>
<tr>
<td>Accuracy Test</td>
<td>0.420</td>
<td>0.397</td>
<td>0.401</td>
<td><strong>0.628</strong></td>
</tr>
</tbody>
</table>

The best accuracy is achieved by QDREN+WIND with a value of 0.627, and all the other models could not achieve an accuracy greater than 0.42. The windows based without the question supervision could not achieve an accuracy higher than 0.401. Indeed, saving only facts relative to the question seems to be the key to achieving a good score in this task. We also noticed that using plain sentences, even with QDREN, we cannot achieve a high accuracy. This may be a problem of the sentence encoder, which just using the multiplicative masks do not have enough expressive power for getting key features of the sentence.

Moreover, we notice that the accuracy achieved in the training set is always lower than validation and test set. The same phenomenon is present also in other models presented in the State-Of-The-Art Chapter. In our particular case can be due to the strong regularisation term selected by our models, which also explain why the training accuracy could never reach 100%.

Our model achieves an accuracy comparable to the Attentive and Impatient Reader [33], but it is still not reaching State-Of-The-Art models (i.e. Attention over Attention). However, it is worth to notice that our model is way simpler and it is going through the paragraph just one
5.4 Analysis

To better understand how our proposed model (i.e. QDREN) works and how it improves the accuracy of the existing REN, we studied the gating function behaviour. Indeed, the output of this function decides how much and what we store in each memory cell, and it is also where our model differs from the original one. Moreover, we trained the QDREN and the original REN using the bAbI task number 1 (using 20 memory blocks).

We pick up this task since both models pass it, and it is one of the simplest, which also allows to better understand and visualise the result. Indeed, we have tried to visualise other tasks but the result was difficult to understand since there were too many sentences in input and it was difficult to understand how the gate opened. Ones we trained the model, we predict the last sample of the validation set (bAbI task 1), and we recorded the gating function of each memory block. Notice that the gating function returns a scalar value in the interval $[0, 1]$ for each block. This allows visualising the activation of each gate while we input the sentences.

The visualisation result is shown in Figure 5.3, where we plotted the activation matrix for both models. In these plots, we can notice how the two models learn which information to store. Through this, we can make several considerations about the achieved results:

- the gating activation of the original REN is sparser than the QDREN, which is very good if we would like to learn all the relevant facts in the text. Moreover, the model effectively assigns a block to each entity and it opens the gates just ones such entity appears in the input sentences. For example, in Figure 5.3 (b) the block cell number 13 supposedly represents the entity Sandra, since each sentence in which appears this name the gate function of the block fully opens (value almost 1). Furthermore, we can notice the same phenomenon with the entity John (cell 10), Daniel (cell 4), and Mary (cell 14). Other entities (e.g., kitchen, bathroom, etc.) are more difficult to recognise in the plot since their activation is less strong and probably the model distribute this information among blocks.

\[\text{called hops in their paper}\]
\[\text{Since it is the output of a sigmoid function.}\]
Fig. 5.3 Heatmap representing the gating function result for each memory block. In the y-axes represents the memory block number (20 in this example), in the x-axes, there are the sentences in the input divided into time steps, and at the top, there is the question to be answered. Darker colour means a gate more open (values close to 1) and lighter colour means the gate less open. (a) The figure on the top shows the QDREN model and the figure in the bottom (b) represents the original REN model.

- the activation of the QDREN model is very focused in just a few relevant sentences. In Figure 5.3 (a), we notice that the model is opening the gates just when in the sentence
appears the entity named Mary. This because such entity is also present in the question (i.e., "where is Mary?"). Even though the model is focusing on the right entity, its gates are opening all at the same times. In fact, we guess that a sparser activation would be better since it may have modelled which other entities are relevant for the final answer. Finally, we can consider our model as a specialisation of the original REN which is tailor made for a question answer task.

In conclusion, we qualitatively identified the behaviour of the gating function in both REN and QDREN models. Moreover, to identify a similar pattern in more complicated task it is still challenging since the model acts in a very distributed way.
Chapter 6

Conclusions

In this Chapter, we provide a short summary of the topic presented in this thesis. After that, we discuss further extensions of our models.

6.1 Summary

In Chapter 1, we introduced the general topic of the thesis, and its motivations and contributions.

In Chapter 2, we introduced basic terminology and a short review of existing Natural Language Processing tasks. Then, we described different methodologies to handle such tasks, in particular, we introduced Artificial Neural Networks and its Recurrent variations (RNN, LSTM and GRU). Moreover, we presented the Word Embedding concept with different methods for building it. At the end of the Chapter, we described several well-known applications of the listed techniques, which also inspired our proposed models.

In Chapter 3, we presented several State-Of-The-Art solutions. In particular, we introduced well-known models, frameworks, and benchmark datasets used for Question Answering tasks. For instance, we presented three types of tasks that are used in our thesis, which are: Community Question Answering, Reasoning Question Answering and Reading Comprehension. Finally, we summarised the performance of the existing models in the existing benchmark datasets (bAbI, CNN, etc.). This allowed us to have a mean of comparison for our models.

In Chapter 4, we presented our two models: ThRee Embedding Recurrent Neural Network, and Question Dependent Recurrent Entity Network. For both models, we discussed their design with reference to the task they need to accomplish.
In Chapter 5, we evaluated the performance of the presented models. In particular, we introduced the datasets used for each task, the implementation details of each model, and the results achieved in the evaluation phase. Finally, we quantitatively analysed the behaviour of our model through a visualisation. These gave us an insight of how our model can achieve a better performance compared to its original version.

6.2 Discussion and Future Works

In this section, we discuss several possible extension and future works.

- in the ThRee Embedding Recurrent Neural Network, which we presented for the Community Question Answering task, we tried to combine semantic and syntactic information into a single vector space. We would like to further investigate this combination through the use of syntactic relations holding between content words, rather than exploiting the whole set of dependency relations (e.g. different tag-sets, partial or shallow parsing of sentences etc.). Our experiments have explored different possibilities regarding the choice of the word embedding system and all of them proved in the end to achieve similar results. However, it may be worth to try to build an ad-hoc embedding space, which mixes parsing and lexical information, aiming to improve the performances of our model.

Future works may include: an improvement to the RNN in order to better represent longer sentences (e.g. using a proper dynamic unrolling), or the use of a Recursive Neural Network which directly uses the tree structure given by the dependency parsing (instead of creating triples). In general, we would like to find a task-independent way to properly combine word vectors. To do so, it would be interesting to employ a set of sparse autoencoder, one for each dependency relations, which fold the tree into a single vector. In this way, we may hopefully find a general way to fuse sentences in a single vector.

- in the Question Dependent Recurrent Entity Network, used for reasoning and reading comprehension tasks, we exploit a particular RNN cell in order to store just relevant information about the given question. In this way, in combination with the original Recurrent Entity Network (keys and memory), we achieved promising results in both tasks. However, we believe that the optimal behaviour for the proposed cell is still an open problem. Indeed, the cell has not enough expressivity power to make a selective
activation among different memory blocks (notice in Figure 5.3 (a) the gates open for all the memories). This does not seem to be a big problem since we actually outperform other models, but it could be the key to finally pass all the bAbI tasks in the 1K setting.

Future works may include an improvement to the memory cell structure and a different infrastructure for the output module. The former can be achieved by making a more selective gating function (adding further parameters). On the other hand, changing the output module could extend this model to other tasks. Indeed, we could plug an RNN that generates sentences from the memory blocks, in a similar way as the Seq-To-Seq model [76]. For example, we could create a task that requires retrieving all the information about a given entity. For instance, it could generate a short sentence that describes all the information of such entity. Many other tasks can be proposed, and it would be very interesting, at the same time challenging, to check the effectiveness of our models.
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Appendix A

Table A.1 Best hyper-parameters selected by the model selection of each bAbI tasks.

<table>
<thead>
<tr>
<th>Task</th>
<th>Number of Blocks</th>
<th>λ</th>
<th>Learning Rate</th>
<th>Dropout</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>20</td>
<td>0</td>
<td>0.001</td>
<td>0.5</td>
</tr>
<tr>
<td>2</td>
<td>30</td>
<td>0</td>
<td>0.001</td>
<td>0.5</td>
</tr>
<tr>
<td>3</td>
<td>40</td>
<td>0</td>
<td>0.001</td>
<td>0.5</td>
</tr>
<tr>
<td>4</td>
<td>20</td>
<td>0</td>
<td>0.001</td>
<td>0.5</td>
</tr>
<tr>
<td>5</td>
<td>50</td>
<td>0</td>
<td>0.001</td>
<td>0.2</td>
</tr>
<tr>
<td>6</td>
<td>30</td>
<td>0</td>
<td>0.001</td>
<td>0.5</td>
</tr>
<tr>
<td>7</td>
<td>30</td>
<td>0</td>
<td>0.001</td>
<td>0.5</td>
</tr>
<tr>
<td>8</td>
<td>20</td>
<td>0.001</td>
<td>0.001</td>
<td>0.7</td>
</tr>
<tr>
<td>9</td>
<td>40</td>
<td>0.0001</td>
<td>0.001</td>
<td>0.5</td>
</tr>
<tr>
<td>10</td>
<td>20</td>
<td>0</td>
<td>0.001</td>
<td>0.5</td>
</tr>
<tr>
<td>11</td>
<td>20</td>
<td>0</td>
<td>0.001</td>
<td>0.5</td>
</tr>
<tr>
<td>12</td>
<td>20</td>
<td>0</td>
<td>0.0001</td>
<td>0.5</td>
</tr>
<tr>
<td>13</td>
<td>40</td>
<td>0.001</td>
<td>0.001</td>
<td>0.7</td>
</tr>
<tr>
<td>14</td>
<td>30</td>
<td>0.0001</td>
<td>0.001</td>
<td>0.5</td>
</tr>
<tr>
<td>15</td>
<td>20</td>
<td>0</td>
<td>0.001</td>
<td>0.5</td>
</tr>
<tr>
<td>16</td>
<td>20</td>
<td>0.001</td>
<td>0.001</td>
<td>0.5</td>
</tr>
<tr>
<td>17</td>
<td>40</td>
<td>0.001</td>
<td>0.001</td>
<td>0.5</td>
</tr>
<tr>
<td>18</td>
<td>30</td>
<td>0.0001</td>
<td>0.001</td>
<td>0.5</td>
</tr>
<tr>
<td>19</td>
<td>20</td>
<td>0</td>
<td>0.001</td>
<td>0.5</td>
</tr>
<tr>
<td>20</td>
<td>20</td>
<td>0</td>
<td>0.001</td>
<td>0.5</td>
</tr>
</tbody>
</table>
Fig. A.1 Label distribution of the Training, Validation, and Test sets. We can notice how the three sets follows a similar distribution.
Fig. A.2 Learning curve of the **REN+SENT** (a) and **QDREN+SENT** (b) models.
Fig. A.3 Learning curve of the **REN+WIND** (a) and **QDREN+WIND** (b) models.
Appendix B

Table B.1 Best and worst value achieved in the Validation Set. We report the results of all the models and dataset used. In the SemEval dataset we report MAP instead of accuracy since we used such measure to select our best model.

<table>
<thead>
<tr>
<th>Task</th>
<th>Worst</th>
<th>Best</th>
<th>Task</th>
<th>Worst</th>
<th>Best</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.191</td>
<td>1.000</td>
<td>11</td>
<td>0.751</td>
<td>0.997</td>
</tr>
<tr>
<td>2</td>
<td>0.183</td>
<td>0.400</td>
<td>12</td>
<td>0.774</td>
<td>1.000</td>
</tr>
<tr>
<td>3</td>
<td>0.194</td>
<td>0.419</td>
<td>13</td>
<td>0.170</td>
<td>1.000</td>
</tr>
<tr>
<td>4</td>
<td>0.489</td>
<td>1.000</td>
<td>14</td>
<td>0.210</td>
<td>0.861</td>
</tr>
<tr>
<td>5</td>
<td>0.313</td>
<td>0.987</td>
<td>15</td>
<td>0.218</td>
<td>0.998</td>
</tr>
<tr>
<td>6</td>
<td>0.496</td>
<td>0.718</td>
<td>16</td>
<td>0.233</td>
<td>0.528</td>
</tr>
<tr>
<td>7</td>
<td>0.781</td>
<td>0.994</td>
<td>17</td>
<td>0.513</td>
<td>0.643</td>
</tr>
<tr>
<td>8</td>
<td>0.328</td>
<td>0.987</td>
<td>18</td>
<td>0.546</td>
<td>0.926</td>
</tr>
<tr>
<td>9</td>
<td>0.641</td>
<td>0.960</td>
<td>19</td>
<td>0.090</td>
<td>0.165</td>
</tr>
<tr>
<td>10</td>
<td>0.469</td>
<td>0.972</td>
<td>20</td>
<td>0.720</td>
<td>1.000</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>CNN</th>
<th>REN +</th>
<th>QDREN +</th>
<th>REN +</th>
<th>QDREN +</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SEN T</td>
<td>SENT</td>
<td>WIND</td>
<td>WIND</td>
</tr>
<tr>
<td>Best</td>
<td>0.341</td>
<td>0.321</td>
<td>0.331</td>
<td>0.478</td>
</tr>
<tr>
<td>Worst</td>
<td>0.251</td>
<td>0.286</td>
<td>0.218</td>
<td>0.248</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>SemEval</th>
<th>MAP</th>
<th>Best</th>
<th>Worst</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>0.705</td>
<td>0.435</td>
</tr>
</tbody>
</table>